Tuomo Sipola
Janne Alatalo
Monika Wolfmayr

Artificial
Intelligence
for Security

Enhancing Protection in a Changing
World

@ Springer



Artificial Intelligence for Security



Tuomo Sipola ¢ Janne Alatalo ¢
Monika Wolfmayr ¢ Tero Kokkonen

Editors

Artificial Intelligence
for Security

Enhancing Protection in a Changing World

@ Springer



Editors

Tuomo Sipola Janne Alatalo

Jamk University of Applied Sciences Jamk University of Applied Sciences
Jyviskyld, Finland Jyviskyld, Finland

Monika Wolfmayr Tero Kokkonen

Jamk University of Applied Sciences Jamk University of Applied Sciences
Jyviskyld, Finland Jyviskyld, Finland

ISBN 978-3-031-57451-1 ISBN 978-3-031-57452-8  (eBook)

https://doi.org/10.1007/978-3-031-57452-8

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature Switzerland
AG 2024

This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse
of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.

The publisher, the authors and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

If disposing of this product, please recycle the paper.


https://doi.org/10.1007/978-3-031-57452-8
https://doi.org/10.1007/978-3-031-57452-8
https://doi.org/10.1007/978-3-031-57452-8
https://doi.org/10.1007/978-3-031-57452-8
https://doi.org/10.1007/978-3-031-57452-8
https://doi.org/10.1007/978-3-031-57452-8
https://doi.org/10.1007/978-3-031-57452-8
https://doi.org/10.1007/978-3-031-57452-8
https://doi.org/10.1007/978-3-031-57452-8
https://doi.org/10.1007/978-3-031-57452-8

Preface

Artificial intelligence (AI) has seen unprecedented revival in the public eye during
the last years. Recent advances, such as Al-based image generation and large lan-
guage models (e.g., ChatGPT), have demonstrated the potential of this technology.
The use of Al technologies to protect the world we live in is topical as new threats
emerge. After our previous book, Artificial Intelligence and Cybersecurity: Theory
and Applications (Springer 2023), we were left with the feeling that not everything
had been said about the topic. Consequently, we gathered a group of international
experts who could write about the role of Al in the changing world.

This book is divided into three parts, concerning methodological fundamentals,
critical infrastructure protection, and anomaly detection. This division emerged
from the contents of the chapters that we received. It was quite natural to have
chapters about protection of critical infrastructure and about anomaly detection
methods for digitalized solutions.

The first part is about methodological fundamentals of artificial intelligence,
especially within the scope of security. Adrowitzer et al. provide a blueprint towards
a safe world with Al and its development and application. Holmstrom et al. discuss
the use of Al from the point of view of organizational and managerial cybersecurity
while evaluating its silver bullet status in the hype discourse. After these general
introductions to the topic, we turn to deeper investigations about Al methodology.
Data are the raw material of most Al work, and protecting the privacy of the
individuals whose data are used is an important concern. Kilpala and Kirkkidinen
present a review of ways to evaluate differential privacy models. Furthermore, Van
Gerwen et al. discuss the challenges of explainable Al in the context of threat
intelligence. Jansevskis and Osis, on the other hand, explain knowledge discovery
frameworks and how to include security considerations into them. This relates back
to the importance of data and knowledge extraction. This part is concluded by the
chapter written by Glazunov and Zarras, which considers the robustness of deep
learning. This chapter focuses on technical details, presenting multiple attacks and
their significance.

The second part is about the use of artificial intelligence for critical infrastructure
protection. As an introduction to the topic, Nweke and Yayilgan explore the use
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of Al for the protection of cyber-physical systems. After this, we continue with
domain-specific studies. As a first example, Rasmus studies the use of Al tools
for small enterprises in the context of security. Another domain is covered by
Kiviharju in the chapter about cybersecurity for logistics. Energy, communications,
and healthcare are perhaps the most well-known examples of critical infrastructure.
Consequently, Martinelli et al. continue with a study about protecting smart grids.
Zolotukhin et al. discuss the protection of mobile networks against adversarial
examples. Finally, Jonske et al. introduce the reader to the healthcare domain in
their chapter about teaching machine learning with medical data.

The last part of the book includes three chapters about artificial intelligence for
anomaly detection in various scenarios. Falzone et al. emphasize the importance of
automated monitoring of log data and demonstrate the use of Al to detect anomalies
in real time. Shahrivar and Millar detect attacks in large-scale event data using
machine learning. The book is concluded by Alqarni and Azim who use deep
learning to detect anomalies in Internet of Things (IoT) networks.

This book is useful to professionals who are interested in using artificial
intelligence for security purposes. It will also be helpful to those who have concerns
about its use in the various industry domains. Understanding latest advancements in
this field should be useful to those who want to understand modern cybersecurity
in detail, and especially to experts in the field, who want to follow research and the
latest trends.

Two conflicts of interest should be disclosed. First, Kai Rasmus is supervised in
his PhD studies by one of the editors, Tero Kokkonen. Second, Mansour Alqarni’s
place of affiliation, Fanshawe College, has commercial co-operation related to the
cyber range at the editors’ institution. These chapters have undergone the same
editorial process as all the other chapters in this book.

We would like to thank the authors for sacrificing their time to provide our
book with interesting and topical chapters. Without their willingness and valuable
contributions, this book would not have become a reality. We wish to extend our
acknowledgments to the reviewers who have ensured the relevance and quality of the
chapters. The review committee is listed in the front matter, except for the reviewers
who wished to remain anonymous.

New, rapidly developing technologies present us with new challenges. Artificial
intelligence does not differ in this regard, and the security aspects of the changes
it brings should be noticed, so that we can build more secure systems. We hope
this book provides the reader unique perspectives to enhancing protection in these
circumstances.

Jyviskyld, Finland Tuomo Sipola
November, 2023 Janne Alatalo
Monika Wolfmayr

Tero Kokkonen
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Part I
Methodological Fundamentals of Artificial
Intelligence



Safeguarding the Future of Artificial )
Intelligence: An Al Blueprint Qe

Alexander Adrowitzer, Marlies Temper, Alexander Buchelt, Peter Kieseberg,
and Oliver Eigner

1 Introduction

The history of artificial intelligence begins in the 1950s, the first time the term was
officially used was in the proposal for the so-called Dartmouth Summer Research
Project on Artificial Intelligence in 1956, which was requested by important
scientists of the time such as Claude Shannon (the founder of modern information
theory), Marvin Minsky, Nathaniel Rochester, and John McCarthy [32]. At that
time, the application already contained questions such as “How can a computer
be programmed to use a language,” something that has now only become possible
with language models such as ChatGPT. Even then, people were concerned about
the ethical implications of such technology [33, 42, 44, 52], even though it would
be decades before the first working applications of artificial intelligence were
developed.

Artificial intelligence has found its way into many products of everyday life.
Positive examples include vacuum cleaning robots, personal assistants, or assistance
systems in cars. Several studies [3, 40] show that such systems bear various
concerns, and therefore legal, ethical, and domain-specific considerations have to
be made. From this emerges a strong need to safeguard these Al systems from
malicious attacks.

When embarking on the development of Al systems, there are established
standard processes that can be adopted.

The root for currently used life cycles can be found in data mining processes.
A well-known approach is the Knowledge Discovery in Databases (KDD) pro-
cess [19], which is composed of selecting target data, that is to be analyzed,

A. Adrowitzer (D<) - M. Temper - A. Buchelt - P. Kieseberg - O. Eigner

Department Computer Science and Security, St. Polten University of Applied Sciences,
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4 A. Adrowitzer et al.

Fig. 1 The six phases of the
CRISP-DM lifecycle. Source:
https://www.ibm.com/docs/
en/spss-modeler/saas?topic=
dm-crisp-help-overview

Business Data
understanding understanding

L
Deployment

Y
| Data
preparation

1 Evaluation

preprocessing the data and performing necessary cleaning steps, transforming the
data, mining existing patterns within the data, and finally interpreting what was
found. Patterns like this are important as they provide a standard order of operations
for practitioners of the field to adhere to. In using them, certain standards like ethical
or moral can be enforced.

The most notable successor to the KDD is the CRoss Industry Standard Process
for Data mining (CRISP-DM) [45]. It was developed in 1996 and became a Euro-
pean Union project in 1997 with the leadership of five companies. The methodology
was presented in 1999 and published as a data mining guide. In subsequent years,
discussions were held for updating the model. CRISP-DM is important due to its
widespread adoption and several advantages it offers to the data mining industry. It
is the most widely used data mining model, providing a structured and systematic
approach to data analysis. It helps address existing challenges in data mining by
offering a step-by-step guide for practitioners. Figure 1 shows the original CRISP-
DM workflow with its major parts. Its industry, tool, and application neutrality
contribute to its success, making it adaptable and applicable across different
domains. These features make the model a good basis for developing secure Al
applications. We will have a closer look at the different phases of the model now:
business understanding, data understanding, data preparation, modeling, evaluation,
and deployment.

During the business understanding phase, the primary focus is on formulating
relevant questions. A skilled data scientist possesses deep knowledge of the
application domain they are working in. This domain expertise enables them to
identify and articulate questions that can be addressed using analytical methods.
While one might assume that finding questions is straightforward, often domain
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experts are unaware of existing methods to solve their problems, or they simply go
through daily routines without questioning them. When a problem is identified, its
initial formulation may prove insufficient and necessitate adjustments.

The data understanding phase involves thoroughly examining the available raw
data within an organization. It is crucial to understand both the strengths and
limitations of the data in order to effectively work with it. Frequently, data is
collected without a specific goal in mind, resulting in potential gaps for addressing
certain questions. In such cases, it may be necessary to acquire data from external
sources to supplement the existing dataset. If fortunate, the required data might be
available as open data; however, there could be associated costs if data needs to
be purchased or is not readily accessible. Therefore, the availability of data can
directly influence the framing of the question. Data preparation is a time-consuming
task for data scientists. Before applying analytical methods to the data, it is essential
to ensure that the data is of sufficient quality.

A previous conversion of data into a structured form is often necessary, as this
representation of data is particularly suitable for further analyses. Once data is put
into the desired form, erroneous, missing, or noisy data must be cleaned using data
preprocessing methods. The use of different data mining methods depends on the
data category. For example, not every analysis method can work with categorical
data. Quantitative data may need to be normalized before modeling methods are
applied.

In the modeling phase, different approaches like supervised, unsupervised, or
reinforcement learning are applied to the data to find patterns, regularities, or
decisions. There are many different algorithms available for this purpose.

The objective of the evaluation phase is to identify the most suitable and valid
model. Before applying a model in an organization, it needs to undergo rigorous
testing under controlled laboratory conditions. It’s important to note that even if
a model has demonstrated excellent performance in the laboratory, it does not
guarantee similar performance in real-world scenarios, so continuous testing and
adapting is necessary.

Deployment refers to the process of implementing the model into regular
operation. To effectively utilize models in a production system, they need to
be adapted regularly to match the conditions of the operating environment and
seamlessly integrate with the existing infrastructure. This may entail significant
costs or even the replacement of certain systems. Close collaboration between
data scientists and software development teams is crucial in ensuring a successful
deployment.

CRISP-DM is a very iterative and promising process, whose phases also alternate
with each other. But it lacks of some necessary phases which enables to develop
trustworthy Al for example, it does not inherently take security and risk assessment
into account. In 2021, M. Haakman et al. [24] tried to show that Al life cycles
need to be revised, because since their inception, the challenges concerning Al
have changed and new ones have arisen. After conducting interviews, Haakman
et al. propose the addition of a Data collection step, a Documentation step, a Risk
Assessment step, and a Monitoring step after deploying a model.
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In this chapter, we would like to highlight aspects that would have to be added
to the CRISP-DM in order to meet all requirements for the development as well as
the deployment of safe Al applications. While safe Al has different definitions, in
the context of this chapter, this term is focused on systems that pose minimal risk of
failure or discrimination. Therefore, we present a blueprint for AI which, in addition
to the phases of the CRSIP-DM, adds missing aspects, regarding explainability and
robustness.

The blueprint consists of seven pillars that are necessary for Al systems. These
seven pillars must also be taken into account by data scientists, the professionals
which are responsible to develop Al systems. A data scientist combines expertise
in statistics, mathematics, programming, and domain knowledge to extract valuable
insights and knowledge from large and complex datasets. They use various tech-
niques, tools, and algorithms to collect, preprocess, analyze, interpret, and model
data in order to solve complex problems and make informed decisions. Additionally,
they play a crucial role in developing data-driven strategies and solutions for
organizations and are not infrequent responsible for designing, building, and
maintaining the infrastructure and systems that enable the storage, processing, and
analysis of large volumes of data. The knowledge of necessary steps to provide
trustworthy Al is important.

First, in Sect. 2, we consider what influence domain-specific knowledge has on
the quality of AI algorithms. In Sect. 3, we will look at the technical aspects; this
includes among others the handling of data and the creation of models for machine
learning. We will also look at what role structured processes play in this context.
Special security aspects are described in Sect. 4, followed by a discussion of ethical
aspects Sect. 5. In Sect. 6, we look at the social aspects that are significant in the
development of Al These are mainly the United Nations Sustainable Development
Goals (SDG) with a specific focus on environmental aspects. Finally, Sect.7
concludes this chapter.

2 Domain Aspects

In this section, we give a short discussion in the integration of domain experts into
data analysis and discuss some important aspects that are often overlooked when
challenging a data project purely based from a data scientists point of view. Since
every domain has its own specific merits and peculiarities, introducing domain
experts into related data science projects is of the utmost importance, especially
when the results ought to be used later on in either commercial products or
permanent local installments.

2.1 Integration of Domain Experts

Data scientists may lack expertise in business and domain knowledge. While data
science competence can sometimes be a valuable asset in compensating for a lack
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of business knowledge, it can also lead to neglecting crucial information that is
needed to produce models with relevant business outcomes. Data mining processes
should therefore reflect this importance. Currently, the modeling process is abstract
and filters out many domain-specific factors that are essential for connecting
academic research-based findings with practical, industry-focused problem-solving
solutions [6]. Waller et al.[51] describe the importance of domain knowledge in
the field of supply chain management. They state that domain knowledge and the
analysis of data cannot be separated.

Domain experts, as the name suggests, are well-versed in understanding the data
connected to their field of business and can provide valuable insights. Therefore data
scientists need to work closely with such domain experts to learn from them. This
is the only way to find questions that can be answered with the help of data as well
as to navigate around pitfalls.

Having knowledge of innovation methods can also be beneficial for data
scientists. Utilizing such techniques, for instance, can aid in identifying questions
that have the potential to lead to new data-driven products, business models, or novel
fields of application.

We recommend the usage of methods like data canvases [5], persona develop-
ment, stakeholder interviews, or stakeholder maps [43] as tools that can help data
scientists interact with domain experts. In using these tools, data scientists can reach
a common ground with domain experts, which breed crucial understanding. First
breakout and brainstorming sessions help to identify the required domain experts
that need to be integrated, as this is often far from trivial in the setting of a larger
company. Thus, the suitability and especially completeness of the people involved
must always be challenged critically, especially when departments are suspected to
send rather junior, and thus cheap, personal to the respective workshops.

At the same time, data must not be lost sight of. The focus is on acquiring
an initial understanding of the available data, its quality, and its suitability for
the possible applications at hand. This involves exploring the data, identifying its
sources, understanding its structure and format, and assessing any limitations or
issues.

This is important for several reasons. Firstly, it helps the data science team
gain insights into the characteristics of the data they will be working with. This
understanding aids in making informed decisions throughout the project, such
as selecting appropriate modeling techniques and determining the feasibility of
achieving the desired goals. Secondly, it might give clues for additional features,
as well as new strategies for data exploitation in the context of the company. Data
scientists must be weary though to not introduce a meaning and usefulness into data
sets that quite isn’t there, e.g., due to lack of data quality or sample selection bias.

2.2 Providing Trustworthiness and Control

Trustworthiness is considered to be a major important requirement for many data-
driven products and services, as it ensures a certain compliance to principles
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related to human oversight and security. Nevertheless, trustworthiness in most
definitions (see [26] for the definition of the High Level Expert Group HLEG
and [49] for the definition by the NIST for two of the most prominent ones) has
some pitfalls, as it sometimes incorporates highly nontechnical requirements like
’societal well-being” [26] that might not coincide with functional requirements and
typically requires explainability, which is a very strict and demanding feature. Thus,
controllable AI [29] could be taken into consideration as an alternative, as it does
not impose these requirements onto the Al system but models them rather like we
model legal requirements: The operator of the system needs to be able to control that
the Al does not diverge too much from the intended mode of operation (in quality
of the results, as well as in the way they are achieved) and is able to circumvent the
Al in cases this happens. Explainability is not required, i.e., the operator does not
need to understand why an Al is or is not working as intended, as long as the overall
system is resilient enough to be able to cope with the effects.

2.3 Security and Cyber Resilience

Data understanding also plays a significant role in developing secure data-driven
applications. By thoroughly examining the data, potential vulnerabilities and risks
can be identified early on. This allows for the implementation of necessary security
measures to protect sensitive information and ensure compliance with regulations.
A very important topic is cyber resilience. In this concept, related to cyber security,
it is assumed that it is impossible to always defend against attacks and that some
attackers will get through even the most sophisticated defenses [4]. Thus, a resilient
system needs to be able to cope with successful attacks and either recover or
change itself in order to be able to continue working as intended. While this is
already difficult to achieve in non-Al systems, the missing explainability makes even
standard procedures like penetration tests complicated in certain instances of Al,
especially when considering self-changing systems like in reinforcement learning.
Still, understanding the data might help in uncovering potential biases, errors, or
inconsistencies that could impact the reliability and fairness of the resulting models,
or, at least, allowing for more informed risk management. Furthermore, sanity
checks could be devised that allow for at least some form of detection mechanisms
regarding output or model manipulation. The output of such an analysis is often
realized as a quality report on the data, describing all data sources and all fields
in the data set, as well as information on how control is exerted upon them. Still,
securing Al and providing resilient Al systems are a big challenge for many of the
very popular Al techniques like deep learning or reinforcement learning and requires
much more additional research, which will require knowledge on the domains
involved.
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2.4 Laws and Regulations

Another vital domain-specific aspect is the adherence to all sorts of norms,
standards, laws, and regulations that are in place. While this is more or less standard
for common regulations like the GDPR, knowledge on domain-specific regulations
needs to be derived from cooperation with the respective experts. This is especially
important in case of standards and best practices that are not made into law, as these
are very hard to find out about from a pure outside perspective. This especially holds
true, when these best practices do not apply for the industry as a whole, but only to
a very specific subset of systems. Furthermore, as new systems should be designed
to be as future proof as possible, upcoming regulations should be taken into account
too. Following, we give a short example on some very important pieces of legislation
that will come into effect in the European Union in recent years that will affect the
usage of Al Please keep in mind that this list is not comprehensive.

2.4.1 The AI Act

The most prominent example for novel regulatory development in the area of
Al is the AI Act [14]. Its main target lies in providing the rules for a common
market for Al-based systems. It not only provides a definition of what is considered
to be Al, which had been the topic for a lot of debates, but also classifies the
utilization of Al based on risks and application domains involved into four different
categories: prohibited, high risk, limited risk, and minimal risk. For each risk class,
and especially for high risk Al, guiding principles and rules are defined. At the
time of writing this paper, some paragraphs of the AI-Act are still very much under
discussion; thus, we omit discussing further details at this point.

2.4.2 The Data Act

The Data Act [16] focuses on manufacturers of smart devices and cloud providers
and especially focuses on control over data generated by these devices. The
idea behind the Data Act lies in increasing availability and interoperability of
nonpersonal information and comes with several requirements for the developers
and providers of IoT devices. Firstly, the design of the products must be done in a
way to ensure simple real-time access to the collected data generated by the devices,
as well as by connected ones. Furthermore, it grants new privileges for the owners
of connected products, especially the right to request data holders to share data with
a specific third party directly. In addition, it also grants privileges to public bodies,
especially the right to request access to the data in cases of emergency.
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2.4.3 The Data Governance Act

The main purpose of this act [13] lies in providing a framework for ensuring
confident data sharing that can be reused easily from a technical perspective —
aiming at providing an increasing amount of data of good quality in order to fuel
innovation. This also demands infrastructure setup by the member states in order to
facilitate this reuse and defines the duties of so-called data intermediation services
as well as defines the concept of data altruism.

In addition, other software or system-related regulations like the NIS2-
directive [15] might have an impact on design and use of a specific Al system,
especially in case of critical infrastructures. Furthermore, even company-specific
standards and best practices might be in place that require addition attention and
need to be taken into consideration too.

2.5 Domain-Specific Peculiarities

Including domain experts is also very important in order to integrate Al-based
systems well with existing functionality, especially considering system-specific
nonfunctional requirements. As an example, industrial environments typically have
long lifespans, which not only make the addition of new hardware and software
difficult due to compatibility and performance issues but also can be problematic
when introducing standard features for cyber resilience, which in turn makes
achieving trustworthiness difficult. As an example, deep package inspection might
not be introduced due to the performance overhead of the inspection which would
lead to problematic delays in certain arts of an industrial complex. Even more prob-
lematic is the standard doctrine of patching, which is hard to do in many industrial
environments due to problematic downtimes or the need for recertification [28]. In
addition, domain knowledge is extremely important when dealing with real-world
data, as this is typically tainted, i.e., there are errors inside the data, either from
the data generation/retrieval process or due to problems in the subsequent handling.
Thus, in any real-world application, data cleansing [25] is of the utmost importance,
which not only requires a lot of domain knowledge but also has the danger of
opening a plethora of legal issues [47].

3 Technical Aspects

In this section, we will discuss some selected aspects from the technical perspective,
especially focusing on the CRISP-DM model for its structured approach. In
addition, we focus on modeling the security and privacy relevant parts and comment
on issues that need further reflection apart from the original approach.
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3.1 Data Preparation

Data preparation is a vital part in any data-reliant system which is often forgotten
or underestimated. This especially holds true for the data cleansing stage, which
is not even mentioned in many scientific publications using data, despite the
potentially large impact it can have on the actual results. This also holds true for
anonymization techniques, which potentially introduce a lot of distortion, e.g., in
the case of using generalization-based approaches for reaching k-anonymity [48].
More importantly, it has been shown in [46] that it is not even possible to give
good estimations, or even lower/upper boundaries, on the distortion introduced,
when executing machine learning algorithms on k-anonymized data sets: First, the
actual data quality of the anonymization is largely depending on the actual data
precision metrics in use [12], which is currently a largely underdeveloped topic.
Second, even when comparing anonymization using the same metrics with different
algorithms on the same data set, the distortion differs vastly. Third, cases have been
identified where the subsequent machine learning algorithms performed better on
anonymized data sets of lesser granularity (i.e., data sets that have been anonymized
stronger), which is counterintuitive at first glance, but logical, if the anonymization
by generalization is seen as a form of pre-clustering. In some singular cases, working
on the anonymized sets yielded even better results than working on the original
ones, due to outlier removal and pre-clustering effects. Contrary to these results, in
many cases, the distortion of strong anonymization on the subsequent data analysis
was non-negligible and introduced quite a negative effect. Thus, summarized, to
correctly interpret the effects of anonymization, as an example of important data
preparation techniques, requires a lot of attention, both from a technical and domain
perspective.

3.2 Modeling

The modeling phase involves the application of various techniques to build and
develop predictive or descriptive models based on the selected data set. During
this phase, the data mining team selects the modeling techniques that are most
appropriate for the project’s objectives. This can include techniques such as decision
trees, neural networks, regression analysis, or clustering algorithms. The selected
models are then trained using the available data, allowing them to learn patterns,
relationships, and dependencies within the data. Once the models are trained, they
are evaluated to assess their performance and effectiveness by the use of metrics
specific to the selected methods like accuracy, precision, recall, Cohen’s Kappa [7],
or predictive power. If the models do not meet the desired criteria, the team may
revisit the data preparation phase to improve the quality or relevance of the data or
adjust the modeling techniques used. The outcome of the modeling phase is a set of
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reliable, validated, and optimized models that can be used for decision-making or
generating predictions.

3.3 Evaluation

The evaluation phase is crucial for ensuring the reliability, effectiveness, and
suitability of the models in real-world applications. It helps in identifying any
shortcomings, biases, or limitations of the models and provides insights into their
overall performance. Through this evaluation, organizations can make informed
decisions about whether the developed models are suitable for deployment and
further utilization. Based on the evaluation results, the data mining team can make
informed decisions about the models. If the models meet the desired criteria, they
can proceed to the deployment phase. However, if the models fall short or do
not meet the project requirements, further iterations of the modeling phase may
be necessary, including refining the modeling techniques, adjusting parameters, or
revisiting the data preparation phase.

3.4 Deployment

During this phase, the focus shifts from model development and evaluation to the
practical implementation of the models. The data mining team works closely with
relevant stakeholders and technical teams to ensure a smooth deployment process.
The deployment phase aims to transform the developed models into practical
solutions that can provide value to the organization or end users. It ensures that the
models are effectively utilized in real-world scenarios, enabling informed decision-
making, process optimization, or other desired outcomes. Any evidence of bias,
unfairness, or nontransparency should be eliminated at the beginning of this phase
so that the models can be put into production.

Once deployed, the models need to be continuously monitored to ensure they
are performing as expected. Regular monitoring helps identify any performance
degradation, data drift, or changes in the model’s effectiveness. Maintenance
activities may include updating the models, retraining them with new data, or
addressing any issues that arise.

3.5 Data Management

The topic of data management is currently often overlooked and reduced to the part
of data collection and providing the AI systems with enough (high quality) data
in order to generate the best possible models. Still, data management encompasses



Safeguarding the Future of Artificial Intelligence: An Al Blueprint 13

far more tasks, some of which directly reflect on secure long-term utilization of a
model.

In order to facilitate good long-term use of data and the resulting models,
data management plans (DMPs) [10] should be put in place, though techniques
like reinforcement learning require a far more advanced approach to providing
transparency than provided by the typical, rather static, approaches for DMPs. A
more in-depth analysis of the shortcomings of typical templates for DMPs, including
a strategy on how to overcome them, can be found in [53].

Furthermore, in order to combat the problem of hidden bias in machine learning-
based systems, the DMP should incorporate information on possible sources for bias
inside the data, especially when these can get propagated into the final model. This,
of course, requires the owner of the system to be aware of bias inside the data.

What should not be overlooked is the importance of a proper documentation.
It is crucial to document the collection and selection of training data, done in
collaboration with experts, as well as the modeling and evaluation processes.

4 Security Aspects

Challenges and threats to artificial intelligence are manifold. Therefore, in this
subsection, we provide an overview on the current threat landscape with regard to
the machine learning system itself and in combination with cybersecurity challenges
of these applications.

The threat landscape for machine learning specifically can be structured in two
parts: the attack surface and adversarial capabilities. The attack surface describes
where, in regards to the phase of an artificial intelligence application, an adversary
might want to attack. Papernot et al. [38] define two main stages consisting of
inference and training, to give a general basis, applicable to most if not all machine
learning systems. Qiu et al. [39] shift these stages to be training and testing, while
both describe similar things; in order to give a better overview, we propose adapting
these two definitions into three phases: inference, training, and testing.

The inference phase includes the data ingestion, the learning algorithms, and
parameters of the model and the corresponding architecture. The training phase
concerns itself with running training data through the target model and building the
logic and the testing phase evaluates the outputs a model produces, given a specific
input.

Adpversarial capabilities can be defined as the knowledge an adversary has about
the artificial intelligence system and the corresponding actions they can take [38,
39]. This can be thought of rather intuitively, as access to a model directly and
knowledge about its inner workings, opens a lot more attack angles than having
little of either. An adversary with the former may, for example, change a model’s
parameters or poison ingested data during the inference and training phase.

An adversary with little knowledge and access to a target model may choose
to attack a model during the testing phase, with adversarial examples [57], where
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original input that was previously classified correctly, for example, an image of a
stop sign being classified by an autonomous car, is tampered with in order to be
classified incorrectly. These changes can be rather obvious like putting a few stickers
on a stop sign, but even more robust artificial intelligence models can be lead to
misclassify through the introduction of noise that can be inconceivable to a human.

The strength and severity of such adversarial capabilities are closely interlinked
with an adversary’s means to gain access or knowledge about a system; there-
fore, cybersecurity considerations become a vital component when assessing the
threat landscape of artificial intelligence applications. The ENISA threat landscape
report [17] analyzes cybersecurity challenges with regard to artificial intelligence,
which are a comprehensive source for risk identification. In the publication, 74
threats are listed and mapped to the Al life cycle and relevant Al assets, which
have been categorized into data, model, actors, processes, environment/tools, and
artifacts.

In its succeeding publication [18], ENISA introduces a comprehensive guide,
which analyzed more than 230 references in order to survey risk factors and their
relations. Building upon a mapping between threats targeting artificial intelligence,
their underlying vulnerabilities, and the AI life cycle, suitable controls have
been determined, which have been categorized into the domains organizational,
technical, and machine learning specific. For controls outside artificial intelligence,
the guide references widely used standards/frameworks, such as ISO 27001 or NIST
SP800-53.

A similar initiative is taken by MITRE. Following the structure of MITRE
ATT&CK (Adversarial Tactics, Techniques, and Common Knowledge) matrix [37],
the MITRE’s ATLAS (Adversarial Threat Landscape for Artificial-Intelligence
Systems) matrix [36] outlines threats to machine learning along the kill chain (i.e.,
Reconnaissance; Resource Development; Initial Access; ML Model Access; etc.).
With their ATLAS Navigator toolkit tactics and techniques, MITRE provides a
toolkit to link the identified techniques to threat intelligence.

The question of why an adversary might attack an Al system has to be addressed
also. The number of reasons are too many to list entirely, but some examples may
be the undermining of confidence, where a model could be held from deployment
because a decrease in performance leads to less confidence in the models output.
Another reason might be to mask certain input, for example, in network intrusion
detection; a model could be meddled with to classify traffic generated by an
adversary as nonintrusive. They could also go as far as damaging an organization’s
reputation by introducing a bias into a model that can have devastating repercussions
not only for the organization in question, when becoming public, but also for
people affected by the model such as credit-score estimation or artificial intelligence
systems of the sort.
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5 Ethical Aspects

Artificial intelligence works with real data as well as algorithms developed by real
people, not machines. For this reason, it always happens that human experiences,
attitudes, but also prejudices are reflected in the models created [21]. Barocas and
Selbst [1] define important factors that determine how discrimination happens in
data mining; we will outline the most relevant ones now.

The first factor is the definition of the target variable and the class labels.
Discrimination can already occur here. If, for example, the task is to find the best
employee, the question arises as to how “best” is defined. Part-time employees or
employees on maternity leave are often at a disadvantage here.

The next source is the training data itself, which can be heavily biased. Classic
examples are image recognition systems that have only been trained with light-
skinned people. The disadvantage here is often not intentional but rooted in a lack
of attentiveness or awareness on the part of the data scientists.

Especially for classical supervised machine learning models, feature selection
plays an important role. It is often the case that supposedly harmless features allow
conclusions to be drawn about ethnic affiliations, for example. Even if these features
are important for models, they should be removed from the models in order to reduce
the risk of discrimination.

Mehrabi et al.[34] presented a survey on bias and fairness in machine learning.
They categorize bias on the data, algorithm, and user interaction loop. Their main
categories are:

* Data to Algorithm (D2A): The bias is already in the data which is used to train
the machine learning algorithm and thus might still be present in the outcome of
the model.

e Algorithm to User (A2U): Although the data might be unbiased, the algorithms
might introduce biases.

e User to Data (U2D): Datasets that are used to train machine learning models
are very often generated by users (in contrast to, e.g., sensor data, which is
produced by machines). As a consequence, inherent bias that is existent in users
is transferred to the data.

Tables 1, 2, and 3 show the different manifestations of the bias for each of the
categories. On the one hand, these tables serve to show practitioners the different
types of bias and also what causes them. Thus, it is possible to exclude bias as far
as possible in the different phases of a data science project, which is also facilitated
by the structured application of processes such as CRISP-DM.
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Table 1 Type and sources of data to algorithm biases according to [34]

Type
Measurement bias

Omitted variable bias
Representation bias
Aggregation bias

Sampling bias

Description
Bias arises from the particular features that are chosen, utilized, or
measured

Occurs when one or more important variables are left out of the
model

Arises from how the sample is taken from a population during the
data collection process

Arises when false conclusions about individuals are drawn from
observing the entire population

Arises due to nonrandom sampling from subgroups

Longitudinal data fallacy | Is important when analyzing temporal data

Linking bias

Arises when network attributes from user connections, activities,
or interactions differ and misrepresent the true behavior of users

Table 2 Type and sources of algorithm to user biases according to [34]

Type
Algorithmic bias
User interaction bias

Popularity bias
Emergent bias

Evaluation bias

Description

The bias is not present in the input data and is added purely by the
algorithm. Influencing criteria are, e.g., optimization functions,
regularizations, application of models on the whole data, or subgroups
The user itself imposes his/her self-selected biased behavior and
interaction

More popular items tend to be exposed more

Occurs as a result of use and interaction with real values. Influencing
factors are change in population, cultural values, or societal knowledge
Happens during the model evaluation and includes the use of
inappropriate benchmarks

Table 3 Type and sources of user to data biases according to [34]

Type

Historical bias

Population Bias

Self-selection bias

Social bias
Behavioral bias

Temporal bias

Description

Historical bias is the already existing bias and socio-technical
issues in the world and can seep into from the data generation
process even given a perfect sampling and feature selection
Arises when statistics, demographics, representatives, and user
characteristics are different in the user population of the platform
from the original target population

A subtype of the selection or sampling bias in which subjects of the
research select themselves

Happens when others’ actions affect our judgment

Arises from different user behavior across platforms, contexts, or
different datasets

Arises from differences in populations and behaviors over time

Content production bias | Arises from structural, lexical, semantic, and syntactic differences

in the contents generated by users
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6 Social Aspects

In this section, we will discuss social aspects for this roadmap, i.e., what challenges
that will not be solvable in a technical manner interact with the widespread
integration of Al-based systems.

We already discussed the importance of explainability and robustness of Al
applications in Sect.5. Now we will have a look at the transfer of technical
knowledge to the society.

6.1 Human in the Loop

The “human in the loop” principle in Al refers to a design or operational approach
where human involvement is incorporated into an automated or Al-driven system.
It involves the inclusion of human decision-making, oversight, or intervention at
various stages of the Al process to enhance performance, address limitations, ensure
accountability, and promote ethical considerations. [55]

In practical terms, the human in the loop principle can be implemented in
different ways. For example, it can involve humans reviewing and validating
Al-generated outputs, providing feedback or corrections to improve the system’s
accuracy, or making final decisions based on Al-generated recommendations. This
human involvement helps to leverage human expertise, contextual knowledge,
and ethical judgment, complementing the capabilities of artificial intelligence
systems. [9]

Using a human in the loop can offer benefits for specific tasks. In certain cases, a
human expert can provide valuable experience, domain knowledge, and conceptual
understanding to the AI pipeline. While this may not always be the case, such
approaches are not only legally sound but also crucial in many application areas
where understanding the “why” is often more significant than simply achieving a
classification outcome [27].

6.2 Al for Social Good

The advancement of artificial intelligence (Al) is presently primarily driven by
commercial interests. However, the Al for Social Good (AI4SG) initiative aims to
harness AI’s potential for the benefit of society. This entails shifting the focus from
solely pursuing financial gains through Al technology to considering the well-being
of individuals and the environment. Consequently, it becomes crucial to establish
ethical standards and criteria for the design, development, and implementation of
Al Cowls et al. [8] argue that the United Nations (UN) SDGs [50] provide a valid
framework for benchmarking projects for their potential to socially good uses. The
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SDGs are globally accepted targets and are therefore well suited as criteria for
measuring the positive social impact of Al

6.3 Explainability and Interpretability

Explainable AI (XAI) [41] is a scientific field dedicated to developing Al models
that can provide understandable explanations for their decision-making processes.
XAI focuses on generating post hoc explanations for Al models’ decisions and
behaviors. The goal is to provide users with a human-understandable account of
why an Al system made a particular decision. This aims to bridge the gap between
the complexity of Al algorithms and the need for transparency and interpretability
in various domains.

Interpretable features are identified and utilized to ensure that the explanations
align with human understanding and domain knowledge. XAI techniques can be
categorized as post hoc or inherent explanations, where post hoc methods analyze
the model’s internal representations, and inherent explanations come from naturally
interpretable models [56]. XAI methods often employ various techniques to extract,
summarize, and visualize relevant information from the model, allowing users
to understand the factors influencing the model’s output [23]. These techniques
include:

¢ Rule-based explanations: These methods aim to capture the decision-making
process by generating human-readable rules. Examples include decision trees,
rule lists, and production systems [22].

¢ Feature importance: These methods determine the contribution of individual fea-
tures or variables in the model’s decision. Techniques such as feature attribution
and sensitivity analysis are employed to identify the most influential factors [2].

¢ Local explanations: Local interpretability focuses on explaining individual pre-
dictions rather than the entire model. Techniques like LIME (Local Interpretable
Model-agnostic Explanations) [35, 58] generate simplified, locally faithful mod-
els to explain specific predictions [31].

* Global explanations: Global interpretability provides an overall understanding
of the model’s behavior. Techniques like partial dependence plots and Shapley
values help identify the relationships between features and the model’s output on
a broader scale [31].

Explainable Al has gained significant attention in domains where transparency
and interpretability are crucial and domain-specific considerations are taken into
account, tailoring explanations to meet the requirements and ethical standards of
different fields, such as health care, finance, and autonomous vehicles. It allows
stakeholders to trust Al systems, detect biases, and identify potential vulnerabil-
ities. Advancements in XAI involve exploring approaches like integrating human
feedback [55], developing hybrid models, and investigating the trade-offs between
explainability and performance.
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Ultimately, the pursuit of explainable and interpretable Al aims to strike a
balance between the power and complexity of Al systems and the need for human
comprehension and control. By lifting the veil on the black box of Al, we can build
more ethical, trustworthy, and responsible Al systems that benefit society while
mitigating potential risks and biases [11, 30].

6.4 Trustworthiness

Trustworthy Al encompasses a broader set of principles and concerns. It refers to
the development and deployment of Al systems that are reliable, fair, secure, and
aligned with human values. Trustworthy Al includes considerations such as ethical
use, accountability, privacy, robustness, and fairness. It aims to build Al systems
that can be trusted by users and society at large [54].

6.5 Transparency

Transparency in Al applications refers to the degree to which the decision-
making process and underlying mechanisms of an Al system are made accessible,
understandable, and explainable to users and stakeholders. It involves shedding light
on how the Al system arrives at its outputs, predictions, or decisions. Transparency
is crucial for building trust, enabling accountability, and facilitating the responsible
use of Al It is achieved by designing AI models that reveal their inner workings,
including algorithms, features, and decision rules. Therefore models should be
developed with a well-defined process like CRISP-DM, as these give a standard
order of operations that includes how the data was derived as well as how features
may be selected. Some researchers [20] propose the concept of Transparency by
Design for Artificial Intelligence applications.

7 Conclusion

Especially in recent years, as artificial intelligence has increasingly found its way
into products and processes of daily life, the requirements for the use of the
algorithms have also evolved. Issues of ethics and safety are particularly important
when humans are directly affected, as is the case with self-driving cars. However, it
is also necessary to define and adhere to principles in other applications that seem
innocuous at first glance.

In this work, we have presented a set of concepts to enable a prerequisite for
the secure development, application, and use of artificial intelligence. They will
be successful if they are already considered in the project during the planning
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phase. In the development phase, experts create models who have learned not only
the technical aspects but also the ethical aspects as part of their training. Before
applications are launched on the market, an intensive test phase is necessary to
assess risks to users, society, and the environment. This also includes testing the
applications in security-relevant aspects.

The legal aspects provide a framework for working with Al and for handling

personal data. This, coupled with a high degree of transparency, ensures that the
trust of both end users and society in the new technologies will also increase and
that applications will also become established.
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1 Introduction

Automation and information technology were central in the era of Industry 3.0,
often named the digital revolution. The technological development was driven by a
vision of processes running without human interference. Along with the shift into
the Industry 4.0 era, the concept of intelligent digital technologies became central,
and Al entered the scene. The idea of intelligent machines has a history dating
back to the 1940s. Marvin Minsky and John McCarthy coined the term Artificial
Intelligence (AI) in 1956. At that time, they provided an operational description
of the efforts in Al, “... make machines use language, form abstractions, and
concepts, solve kinds of problems now reserved for humans, and improve them-
selves” [24]. The research and development of Al over time are described using the
metaphors of natural seasons, i.e. spring and winter, to represent cycles of hype
and periods of scepticism and criticism. As the time for natural seasons differs
around the globe, so do the cycles of hype and scepticism. For example, this leads
to unrealistic expectations of Al but also to an uncoordinated progress of research
[29]. Nevertheless, Al can positively impact global societal problems [8].

Why is Al talked about as hype nowadays? First, media reports exaggerate the
future of Al in business and work. Technological development takes time, and issues
of different cultures and languages are a grand challenge [29]. Second, when the
breakthrough finally happens, the distribution of digital solutions is straightforward.
Al has passed the stages of technological development and is accessible to the
public, for example, with the launch of DALL-E in 2021 and ChatGPT in November
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2022. Yet, just because the technology is developed, it does not imply practical
organisational benefits. It has been suggested that visions based on science fiction
are better at driving social and technological change, because citizens think about
a possible technological future (e.g. [21, 26]). Listening to the hype discourse
saying the future is already here makes us believe Al is a silver bullet to every
organisational problem.

Early Al developments emphasised replicating human intelligence and replacing
humans in most processes and operations. Do we wish for this? From a technical
point of view, Al is described as having human qualities, such as ‘learning’. A
typical description of Al is “a system’s ability to interpret external data correctly,
to learn from such data, and to use those learnings to achieve specific goals and
tasks through flexible adaptation” [19]. However, others argue that such abilities
are beyond the actual functions of the technology [22].

Al builds on historical data, and such data are often biased towards human norms;
one example is when Amazon used Al in 2015 for recruitment. No women were
selected among the applicants simply because none had been employed before.
Recently, the UN secretary-general opened the Commission on the Status of Women
conference (CSW67) by declaring that Al risks deepening existing discrimination
and biases because of where, by whom, and for what purposes Al is developed.
The AI Act, a proposal presented in 2021 to consider legislation on Al, put forward
ethical and exclusion issues, among others [11]. Others argue against the Al Act,
since it will hinder development, innovation, and entrepreneurial applications.

Several practitioners and researchers have called for reflection and dialogues on
the impact of Al on society, organisations, and individuals. The standpoint depends
on the observer; some see tremendous and intelligent innovations, while others are
sceptical. Al introduction is thus a complex issue and cannot be seen as the intro-
duction of technology but rather a change in work life as we know it. Organisational
success in introducing Al depends on overcoming resistance to change, building
trust [17], and addressing ethical and cybersecurity challenges [34].

This chapter presents a conceptual view and discusses Al’s organisational and
managerial challenges in cybersecurity. Within that context, we intend to contribute
to considerations rather than taking standpoints for or against Al. Two behavioural
science concepts inspire our reflection on the topic. One is solutionism, which
describes an overbelief that technological solutions are the primary remedy but
neglects how they create new problems. The other is ‘It Seemed Like A Good Idea
At That Time’, which can be similar to the saying that the solution is seldom wrong
but might not solve the right problem [25]. Thus, bear in mind that the chapter
provides a base for considerations rather than solutions.

First, it will present cybersecurity from an organisational and managerial point
of view. After that, two areas and contexts are described, i.e. Al in information
classification and Al in incident handling. At the end of the chapter, Al features
and challenges are discussed before concluding the chapter with implications to
consider.
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2 Organisational and Managerial Cybersecurity

As often in research, defining what is included or not in a term is an ongoing
debate in many areas, so also in cybersecurity. One definition suggests that infor-
mation security addresses measures taken to protect information everywhere, while
cybersecurity is linked to the internet and vice versa, i.e. protecting digital informa-
tion [32]. Based on that definition, it is concluded that cybersecurity and information
security overlap to some extent. Contemporary organisations in developed countries
are highly digitalised, making such discussions philosophical. Cybersecurity and
information security concepts are pragmatically used in organisations in ways that fit
the organisation’s goals, e.g. we need to know which informational assets and digital
systems we have, where they live, their vulnerabilities, how they can be threatened,
how to protect them, and how to recover in case of an attack. Simplified, organisa-
tions must ensure correct management to prevent, for example, unauthorised access,
disclosure, manipulation, or deletion of information. Cybersecurity governance
means the organisation employs strategies and sets up goals and procedures. Cyber
resilience means the organisation can operationalise necessary security measures,
which will be embedded in the employees’ practices (cyber hygiene). Cybersecurity
thus permeates the whole organisation strategically, operationally, and in work
behaviour, i.e. it is not only a responsibility of the IT department.

Digitalisation has connected the world and created a virtual and abstract dimen-
sion, different from how we behave in the physical one. The digitalisation of
organisations has been discussed regarding privacy, safety, security, and equity,
concluding that work is far more remote and hybrid than ever [9]. Digitalising the
work environment and workforce has become a new normal, mainly because the
COVID-19 pandemic and lockdown forced organisations to rush into the digital
work environment. In 2023, organisations assess that they are more aware of cyber
issues than a year ago, especially among business leaders. Still, a problem when
organisations are connected and share digital data is that their boards, business
leaders, and cyber leaders speak different languages. Further, business and cyber
leaders agree on the increased cyber risks but differ on mitigation strategies.
Business leaders believe more cross-sector regulation is needed, while cyber leaders
believe employee awareness is essential [36]. The problem with different jargon is
described as a difference between hearing and listening, i.e. a gap between being
informed and having actionable knowledge. Al is likely to bring in similar but also
additional challenges beyond the technical [38].

3 Information Classification: The Basis for Secure
Organisations

Managing risk is a central activity for organisations, since they must protect
their intellectual properties, or information assets, whether physical or digital. An
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organisational asset can be, for example, customer data like payment and billing
information, employee data and records, or authorisations and passwords for the
organisation’s IT systems. Considering digital assets, such as information stored
in computers, databases, or systems, risk management focuses on threats and
vulnerabilities [31]. Vulnerability, the weakness of a system, process, or procedure,
makes it open for malicious actions, for example, manipulating or changing
information or damaging or disrupting digital operations. Protecting organisational
digital assets from being compromised is thus related to ensuring confidentiality,
integrity, and availability [16], known as the CIA triad. Yet, security controls must
protect the assets from unsanctioned use while simultaneously providing access to
authorised users.

Risk management starts with identifying and classifying assets, i.e. knowing
which intellectual properties the organisation has and their value for its businesses.
The valuation of the assets is commonly assessed in terms of operational, financial,
and reputational consequences. The classification is based on the CIA triad [3].
And then, roughly described, each identified asset is judged regarding its con-
sequences for the organisation’s stakeholders, such as customers and employees,
e.g. low, moderate, high, or sometimes even catastrophic. The recommendations
for classifying information are described in standards and frameworks, e.g. ISO
27002:2022, NIST Risk Management Framework (RMF), and Octave Allegro.
However, adapting standards and frameworks is challenging, since the suggestions
must be streamlined with specific organisational conditions. Besides the problem
of adapting standards, four other issues in private and public organisations for
conducting information classification have been formulated and discussed [2].
Those issues are the following:

* To decide on the level of detail for the work, e.g. if the classification should be
done on a complete system or its subparts. Here it was found that the decision-
making depended on weighting various roles arguments, i.e. those close to the
technical details of a system versus those close to the core business. Such a
decision directly impacts cybersecurity governance and the investment in security
measures.

* An incomplete record of assets, e.g. since information is dynamic in organisa-
tions, the previous inventory of assets must be kept up to date. Here, the valuation
became troublesome when new assets came up during the work, i.e. they did not
exist in the registry from the start. Missing assets in the registry can thus be new
information or information previously unidentified and exposed to vulnerabilities
requiring additional investigation time and resources.

» Differences in experiences impact the judgment regarding consequences, €.g. an
asset’s low, high, or medium risk. Differences commonly result in disagreement
and extensive discussions, and it was exemplified that it can lead to overprotect-
ing assets. Cooperation between different roles and responsibilities, i.e. various
experiences, is necessary for classification. Nevertheless, a conceding approach
can result in inconsistency of classification.
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» Language differences, e.g. roles use different jargon and interpretations of the
same topic. The core issue here is communication, i.e. the capability to express
something, listen to others, and understand someone else’s perspective, even
though it is expressed in terms of another function in the organisation. Dwelling
on investigating terminology and meaning was explained as time-consuming and
frustrating, often leading to too hasty decisions.

Contradictory, but a known difficulty is managing the extensive information in
the classification work, as can be discerned in the above examples of problems.
Further, in such a limited but foundational part of managing risks, as the identi-
fication and classification work is, the heterogeneity of data and data sources is
troublesome. Additionally, the rate of information production in organisations is
another challenge related to identification, e.g. where information is processed and
stored, it might be across cooperating organisations. In the case of attacks on value
chains, companies get negatively surprised at how interconnected their systems and,
thus, informational assets are.

Al tools excel in managing enormous information flows, hence are found very
helpful in identification and classification. Al to statistically support the valuation of
assets has been used for a long time, for example, in forecasting market trends and
operational risks. But for information classification, Al can, for example, swiftly
find personal information in digital documents, thus identifying the data and all
sources containing sensitive data in an organisation.

And AI chatbots can be used in a team debate as a ‘second opinion’ mitigating
differences or supporting terminology investigations. Al results depend on past data,
but humans make mistakes, misjudge, or make inconsistent trade-offs, as described
in the information classification problems above [2]. Al tools can thus not be
more accurate than the input data allows [33]. Even though using Al is promising,
coherent and correct information identification and classification must be carefully
and continuously accomplished to reap the benefits of Al In turn, constant retraining
and tuning of AI models are necessary.

4 Incident Handling: Securing Resilience and Recovery

A threats trend report suggests organisations expect rising cyberattacks on supply
chains, disinformation campaigns, human errors in cyber-physical systems, targeted
attacks using smart device data, hybrid threats, and Al abuse in the coming
years [23]. Nation-states recognise that cyberspace is a fifth arena for military
operations. However, also non-state actors are evident [30]. A typology of such
non-state cybercriminals has been suggested by Sigholm [30]. Actors are, for
example, script kiddies driven by curiosity, hacktivists motivated by political or
social reasons, black-hat hackers using malware and viruses for their economic
gain, espionage agents, and organised cybercriminals, all using different modus
for financial gains. Cybercriminals have different motivations and targets, as they
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also use various methods. Targeted organisations and individuals must be aware of
and manage multiple threats, while antagonists can stay specific on their chosen
modus. Organised cybercrime is capitalising on organisations by inventing new
attack tactics, techniques, and approaches, making it difficult for organisations to
impede such ‘entrepreneurial’ ingenuity. Organisations ethically follow regulations
and laws, while organised cybercriminals do not bother, act quickly, and are
innovative [1]. Cybersecurity is an unfair ‘war ground’ requiring more holistic,
broader, deeper, better, and actionable knowledge as organisational capabilities.

The ever-changing threat landscape carries attacks that propagate at multiple
levels and in several phases, i.e. searching for technical vulnerabilities in software
or hardware, so-called synthetic attacks, and attacks aimed at social vulnerabilities,
so-called semantic attacks [35]. The latter type of attack is, for example, phishing
emails, taking advantage of people’s gullibility, and encouraging them to click on
links to an infected website. Such attacks open a backdoor to the organisation’s
network. Attacks like this often adapt to changing security measures and refrain
from actions until the right circumstances appear. In other words, watching and
waiting. The saying ‘in the wild’ describes how malware spreads unnoticed by the
organisation as attacks could be hidden. Organisations thus often find themselves
falling behind when they, after the fact, analyse fragments of an attack. This
situation means organisations look at the past to predict the future [5]. Yet, to
reduce the time between compromise, the detection of an attack and mitigation
measures, organisations strive to implement cyberthreat intelligence [35], e.g.
mechanisms, indicators of incidents, and actionable advice about existing and
emerging threats [14]. Such a strategic approach involves collecting, analysing, and
disseminating knowledge about cyberthreats within the organisation. Ultimately, it
helps deter and defend the organisation by prioritising threats, aids in reconstruction
after an attack, and tactically helps validate and prioritise indicators, patches, and
alerts [12]. The threat intelligence approach supports organisations in formulating a
practical and useful response plan [4].

The incident response and handling strategy include ensuring availability for
all employees, so they know whom to contact when they discover an attack or
suspect an incident. Such a response team should be available twenty-four-seven;
thus, organisations often outsource the monitoring task per se. A response team
can receive 10,000-15,000 alerts per day. Handling continuously rising incidents
is stressful and demanding, and burnout and security fatigue are common [13, 20].
The requirements for an organisation’s incident response staff are high regarding
leadership and technical skills. Implementing staff rotation in and out of the incident
response team is suggested, as well as opportunities to create and run workshops for
training other employees and ensuring time off to recover [7].

The activities in incident response depend on the magnitude, but handling
incidents is commonly described as a four-stage process [7]:

* Preparation. Setting up the structure and mechanisms for managing incidents, for
example, encryption software, tracking systems, forensic workstations, backup
devices, and cryptographic hashes, but also basic things like contact information
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within and outside the organisation and a war room for communication and
coordination.

e Detection and analysis. Not all incident indicators are guaranteed to be true;
detection systems can also indicate false positives, which are improper signs of
incidents. All incidents are not necessarily a cyberattack, e.g. crashed servers or
human errors in using systems. A key task is understanding the normal behaviour
of the systems and prioritising which of the numerous alerts are so-called true
positives.

e Containment eradication and recovery. A central activity is making decisions,
e.g. shutting down the system, disconnecting from the network, or disabling a
function. The decision will impact the organisation’s possibility of running its
businesses; any system downtime is critical. The recovery includes manifold
activities, such as restoring systems, rebuilding systems if needed, installing
patches, and changing passwords.

* Post-incident activity. The central activity is to create organisational knowledge
from incident handling. The team should debrief to investigate, e.g. what
happened, whether the actions taken were appropriate and sufficient, how to
prevent such incidents and how to detect similar incidents in the future.

Organisations reported extensive use of Al for detection and prediction than for
response activities [6]. One reason for that was the established rule-based processes,
yet one expectation was that Al in the future will be better at learning from generic
input and hence produce broader output. This can be described as a too specific or
too general result problem. The supportive tools for incident handling have some
shortcomings and challenges; for example, intrusion detection prevention systems
are found to be slow and have a high rate of false negatives. Al tools can be used to
prioritise alerts more accurately. And Al tools are very useful in scanning, analysing,
and supporting decision-making based on large statistical datasets. Further, Al
can provide information relevant to security professionals for efficiently selecting
security measures [37]. Still, effective and useful Al implementation in prediction,
detection, and prioritisation is challenged by the varying risk management and
responses each organisation deploys. Using Al tools for incident handling also
challenges the response team to develop new skills, for example, when Al aids
prioritising by turning off an alert. The user must understand why Al did so if
trusting the tool’s decision.

5 Securing Cybersecurity with Al: the Flip Side

The technological base of Al is machine learning and its related areas. Al builds on
several well-known statistical methods, e.g. linear regression. Simplified, enormous
data can be variously modelled to extract information supporting decision-making.
Al tools are outstanding in such operations, but one important issue is for users
to know how the tool reaches its result. This issue is related to the human nature
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of curiosity and learning and is also a key to the social acceptance of Al [27].
Users thus need insights into how the Al tool reasons. The Al interpretable models,
or explainability, are essential to understand why the tool reached a certain result
or made a certain prediction. Yet, this also depends on whether the user needs to
know the rationale as it depends on the AI’s environment. It could be sufficient to
get a result if it is a low-risk environment, e.g. a movie recommender system or
recommendations for other products when shopping online [27]. In contrast, having
a result solely may solve some parts but not the complete problem in many more
complex organisational applications. Accordingly, the human decision-making
process follows different rationales depending on the situation. For example, if the
decision should be based on assessing several alternatives, a good explainability
would be contrastive, explaining each alternative’s outcome [27]. Explainability can
address the model or the prediction level, as they can be technical or non-technical.
Molnar suggests a future of analysing models rather than data. The latter will be
the job of AI. Nevertheless, there is a need for human-friendly and tailor-made
explanation models.

Al comes with great responsibilities, since the apparent benefits also bring risks,
for example, introducing bias, errors that could have been prevented, and poor
decision-making causing mistrust for those who should be assisted. Responsible Al
is emerging in the context of Al governance, addressing ethics, morals, and values in
the design, development, and deployment of AI [18]. Only some organisations have
guidelines for how to use Al. Additionally, there are concerns about employees
needing to understand how Al operates. A recent study has found that 11% of
what employees paste into ChatGPT is sensitive data, such as patient and client
information [28]. So, robustness, reliability, efficacy, privacy, and explainability
can be categorised as technical concerns, while reputational, ethics, policies, and
regulation are related to governance. And the main concern is that responsible Al
lags behind technological progress [18].

There is certainly a dark side to AI progress. Al is not only benefitting
cybersecurity but is also a tool for cybercriminals. For example, the rise in advanced
disinformation campaigns using deepfake. Viewing a film where a CEO’s face
and voice have been altered and shares classified information from a company
causes reputational damages that are hard to recover. Al can aid in designing new
innovative threats and ways to carry out attacks. Also, the benefit of upscaling
for organisations becomes challenging when cybercriminals use Al for malicious
purposes. Increases in Al-driven cyber criminality probably result in organisations
allocating a higher cybersecurity budget. Further, since cybercriminals can find
vulnerabilities in other systems and manipulate data, they can do so with the Al tool.
For example, altering the data sets and changing parameters causes model training
faults, and criminals can thus steer the Al outputs in a certain direction [10]. So, the
scale and effectiveness of Al go both ways.
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6 Turning the Silver Bullet into a Silver Lining

Al has here been used in a general form to denote decision support tools. Our effort
has been to look beyond the technology and discuss the organisational challenges
of Al in cybersecurity. We introduced two concepts from behavioural science; one
was solutionism, meaning that technology will solve every problem. Within the field
of Al another concept comes to mind, i.e. a phenomenon called the Al effect. The
concept is credited to John McCarthy, meaning that when Al works successfully,
no one considers it to be Al anymore [15]. This leaves organisations, society, and
researchers to solve everything that is not yet done in Al. Solutionism seems to
drive the discourse on the hype side, and the Al effect in terms of all the things
that are not yet solved seems to drive the downside. In this one-side-or-the-other
approach, we forget that Al tools already operate in many digital processes today.
Organisations already use Al, for example, to scan the contents in documents,
forecast market trends, recognise images, conduct various analyses, and inventory
activities. However, the vision of responsible Al also suggests considering the
social dimensions. Another concept we introduced from behavioural science was ‘It
Seemed Like A Good Idea At That Time’, meaning that we often jump to solutions
without reflecting on consequences, e.g. societal impacts, biases, discrimination,
and exclusion. In the context of cybersecurity, we suggest considering:

e Even if it seems like a good idea at the time, ensure that Al implementation
creates more advantages than disadvantages when applied to solve a problem.
If in doubt, reconsider another solution. Several managers feel an urgency to
introduce new technologies, but a common dilemma is that the benefits for the
specific organization are often unclear. Simply not foreseeing what purposes such
technology will be used for and what rebound effects it creates.

* Clarify the expectations on Al and carefully analyse its limitations and potential
biases for its intended use. Figure out if the implementation may or may not
create a false sense of security among employees. The media hype and the
marketing of Al tools make us perceive that Al can do anything and everything.
Yet, implementing new technologies must be followed up with extensive training.
Employees’ quick adaption to using Al as a tool has already shown that they are
unaware of sharing sensitive information when asking questions to ChatGPT, for
example.

* Removing the human from decision-making is a double-edged sword. Just like
outsourcing tasks, it can deplete the organisation’s knowledge. Consider whether
the Al implementation insists on upgrading additional human skills, such as
capabilities related to understanding AI models and explainability. Decision-
making is a core capability when it comes to cybersecurity, whether on a
C-level or the core business level. If Al tools are perceived as a ‘black box’
and the information base for its recommendations cannot be investigated, the
organization risks being drained of core decision-making competencies.
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Driving progress in Al by applying a responsible approach can turn the silver

bullet hype into a silver lining for cybersecurity, thus securing organisations.
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Artificial Intelligence and Differential ®)
Privacy: Review of Protection Estimate Qe
Models

Minna Kilpala and Tommi Kirkkéiinen

1 Introduction

Personal data is everywhere and wherever you go, someone or something is asking
details of the information that relates to an identified or identifiable individual. Per-
sonal data is also the currency of today: Instead of paying money for applications or
service providers, we compensate their efforts by sharing our personal information
with them. There are many location-based and healthcare services which do not
work without personal data, and for other services such as social networks, we
choose to share our individual information. The creation of user-tailored services
such as online ads and recommendation systems results from the collection and
combination of personal data from many sources.

It is by no means surprising that many regulatory bodies and nongovernmental
organizations are concerned about privacy. Consequently, there has been an active
development in the field of personal data protection in recent years. Privacy
legislation has been created and updated in many countries and areas, such as
GDPR (General Data Protection Regulation) in Europe [52]. To respond to the
increased demand for privacy, different privacy models and their implementations
have been developed [61]. However, the use of these models to protect privacy
often lacks a clear framework on how well the models used with some specific
configuration actually protect personally identifiable information (PII) and how well
the requirements set by legislation are filled.

Privacy-preserving data analysis is a way to analyze data without compromising
the rights or interests of individuals. Privacy-preserving processing can be based
on many techniques and approaches. It can be divided, for example, into [53]
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(i) cryptographic methods like Secure Multiparty Computation (SMCP) [60]; (ii)
non-perturbative methods like k-anonymity [51]; and (iii) perturbative methods like
Differential Privacy [15]. Data mining methods such as clustering, classification and
association rule mining, unsupervised and supervised machine learning methods,
and pattern recognition techniques in both descriptive and predictive form can be
modified for use [36]. Privacy can be addressed and protected at different phases
of the data processing lifecycle: during collection, publishing, distributing, and
outputting protected data and the corresponding analysis results [36].

Differential privacy is one of the key techniques to ensure that personalized infor-
mation remains non-disclosed [15—-17]. Its popularity has been steadily increasing
during the past decade, mainly due to the rigorous definition of privacy that results
from mathematical, theoretical, and relational proofs and yields low computational
costs [61]. Simply by adding suitable noise to the use of sensitive data through
database queries ensures that the released information will not reveal whether an
individual is contained in a database or not.

In this article, we focus on existing techniques and frameworks that are used
to assess and confirm that the desired level of privacy has been reached. This is a
follow-up article to our earlier work [37], which by using the umbrella literature
review methodology summarized the “big picture” of DP: How has DP evolved
since the original definitions, how extensively is DP used, and what are the mostly
addressed application domains of DP. Our review concluded the importance of
a mathematically sound privacy definition provided by DP. We also pointed out
the needs for future work and efforts, especially to study how more concrete
mechanisms and algorithms affect the quality of privacy solutions.

2 Differential Privacy and Attacks

Differential Privacy (DP) originates from the work of Cynthia Dwork and her
colleagues [16, 17], building but modifying the conceptual foundation laid by Tore
Dalenius in 1977 [15]. This foundation is in principle very clear: Nothing from
an individual whose personal data is part of a database should be disclosed by
population estimates or through database queries. This strictness, however, cannot
be achieved as such, but, with a given probability, one can define the e-differential
privacy which guarantees that removal of an individual’s data item in a database
would not likely affect outputs (and any consequences of outputs) generated from
the published data. More formally, at the actual privacy preserving mechanism level,
one adds appropriately chosen random noise to the answer of any query function
to the database. This mechanism enables us to include sensitive, personalized
information in public and statistical databases, which can be used to analyze trends
and changes at the level of national and international populations, e.g., on census
data [1]. Local DP refers to the case where privacy is protected with respect to the
local device that performs a query [9]. Approximate differential privacy means that
with a small probability 6 one is allowed to fail to provide DP [25].
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Formally above Differential Privacy definition [15] says that: “A randomized
function K gives e-differential privacy if for all data sets Dy and D, differing on
at most one element, and for all § € Range(K),

Pr[K(D1) € S] <exp(e) x Pr[K(Dy) € §].”

In the case of Approximate differential privacy [16], a small § is added to the
equation which reads as:

Pr[K(D)) € S] < exp(e) x Pr[K(D») € S]+3,

where K refers to the mechanism in relation to function K.

2.1 Attacks Against Privacy

In order to protect something, one needs to understand what kind of threats are
possible. Attacks against privacy protection, similarly than in the general network
security, try to break or raise doubts and concerns toward the sensitive information
hiding mechanisms. For instance, one can try to alter (poison) the sensitive data
collection, query messages, or the retrieved information, i.e., perform manipulation
attacks in order to make the entire system’s architecture vulnerable [9]. However,
if we consider only security threats, we are likely to miss some privacy threats, and
thus we need to know what kinds of threats are relevant against privacy.

In the LINDDUN methodology [13], the authors created a systematic approach
to model privacy-based threats, similarly to STRIDE (Spoofing, Tamping, Repudi-
ation, Information disclosure, Denial of service, Elevation of privilege) [41, 48] is
for security. In LINDDUN, privacy threats are divided into hard—where the goal is
data minimization and the user is trying to provide as little personal data as possible
and trust to not breach privacy—and soft privacy—where the goal is to protect data
with policies, access control and audits, and the user expects that control of personal
data is lost and only trust remains. The following threats are categorized under hard
privacy:

L Linkability—an attacker is able to identify if items of interest are related or not.
I Identifiability—an attacker can identify the subject.
N Non-repudiation—an attacker can gain evidence that subject knows, has done, or
has said something.
D Detectability—an attacker can identify whether or not an item exists.
D Information disclosure—an attacker gets access to personal data that is not
supposed to be shared.

Correspondingly, threats under the soft privacy read:
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U Content unawareness—user is unaware of personal data shared in system, and
thus attacker can get user’s identity or inaccurate information which can further
lead to wrong decisions or actions.

N Policy and consent noncompliance—there is no guarantee that system actually
complies with given privacy policy, and thus personal data may be revealed
without users’ will.

The above threats give an idea of what kind of common-level threats there may be
against privacy. Our scope is more detailed, focusing on artificial intelligence and
differential privacy, so we needed to go deeper into the specific threats to them.

Adversarial machine learning studies the vulnerabilities of machine learning
models and algorithms. In [23], the authors present a taxonomy for classifying
attacks against online machine learning algorithms. There all privacy attacks
are categorized under security violation—privacy. Privacy violation means that
adversary gets information from learner and security or privacy of system’s user
is breached. They demand that privacy-preserving learning should protect against
violation by exploratory or causative attacks (under Influence main category).
Exploratory attacks try to discover information of training process or training data,
and causative attacks try to influence training data and thus alter training process.
They present differential privacy as a strong guarantee of privacy. Biggio and Roli
[4] mentions two main threats to learning algorithms: evasion attacks (manipulating
input data) and poisoning attacks (misleading training algorithm).

In [40, 45], privacy attacks are categorized in four types: (i) membership
inference (if the sample was part of a training set), (ii) reconstruction (recreate
training sample(s) or label(s)), (iii) property inference (extracting properties that
were not part of the training task, so learning something unintentionally), and (iv)
model extraction (trying to build a similarly behaved model) attacks. Floating-point
attacks refer to techniques in which one tries to retrieve information on the noise
distribution used to perform DP [25]. For instance, if an adversary is able to detect
the time when a sample is drawn, then information on the magnitude of noise is
revealed. On the level of machine learning models, there are many points to address
an attack which essentially tries to steal the private model [59]: recovery of instances
of training data, inversion of a model to reveal certain features, or intelligent queries
to identify part of the model’s structure, etc.

In conclusion, there seems to be no common approach on how to classify attacks
related to privacy in machine learning. To categorize the findings later in this study,
we classified the attacks into the following groups:

1. Interference attacks try to manipulate learning algorithm somehow. This can
connect to any of the above threats depending on what the attacker was able to
manipulate. Another possible consequence is that the algorithm may start giving
false results.

2. Membership inference attacks try to reidentify person from data set. This
connects to identifiability threat.
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3. Reconstruction attacks try to identify parameters of a specific sample. This
connects to detectability, information disclosure, and non-repudiation threats as
this can reveal values in data.

4. Property inference attacks try to learn something new. This connects closest
to linkability and information disclosure threats as this may reveal unplanned
properties.

5. Model extraction attacks try to copy the model. This can connect to any threats
above and loss to intellectual property.

3 Privacy Metrics and Challenges

Privacy metrics and measures are still an evolving research area, where there is no
generally approved single framework for measuring the level of privacy. However,
there are already legislation that demand appropriate level of security for personal
data processing, such as the European Union’s GDPR (General Data Protection
Regulation) [18] and California’s CCPA (California Consumer Privacy Act) [6].
It would be largely beneficial to all stakeholders if there was a clear privacy
measurement framework with instructions on how to ensure the correct level of
privacy in different cases. In a best-case scenario, we would have clear metrics
that could be used to plan, implement, and test privacy level of different privacy-
enhancing technologies (PET).

Personally identifiable information (PII) or personal data as defined by GDPR
(“‘any data that can directly or indirectly identify natural person”) has already spread
widely and will continue to do so. To prevent harm done to individuals or society,
the use of personal data needs to be harnessed. We need personal data protection
that corresponds to risks, and we need to be able to prove that it works.

In [57], privacy metrics were classified into four characteristics: (i) adversary
goals, (ii) adversary capabilities, (iii) data sources, and (iv) inputs for computation
metrics. In addition, the output measures referred to what kind of property does a
specific privacy metric measure. Wagner and Eckhoff [57] were able to find over 80
different privacy metrics from literature, so it is no wonder that measuring privacy
is considered a difficult task. The found metrics were grouped under eight groups:
(1) uncertainty, (2) information gain or loss (as the amount of information that can
be gained by adversary), (3) data similarity (properties of published data, like k-
anonymity), (4) indistinguishability (as if adversary can distinguish between two
items), (5) adversary’s success probability (like success rate), (6) error (as error an
adversary makes in his estimate), (7) time (as time needed to compromise privacy),
and (8) accuracy/precision. These metrics will be used later in our work.

Another identification of privacy metrics was given in [42], in the context
of location privacy. There, three different categories were identified: (1) formal
guarantee like differential privacy and k-anonymity, (2) data distortion metrics
comparing data before and after, and (3) attack correctness in connection to
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mentioned adversary models and threats (points of interest and semantics, social
relationships, reidentification, future mobility prediction).

Performance and utility metrics are excluded from this review. There is already
plenty of materials on those, and they are usually main consideration when
proposing new privacy models or PETs. For example, 76 results were left out of
this review, because they were presenting new DP implementation and one common
prize was that the presented model was better in performance or utility, and 9 results
were left out, because they were just measuring accuracy, utility, or performance.
The view in this review is that measurement of a privacy level should be an integral
part of all those.

3.1 Privacy Challenges in Data Releases, Machine Learning,
and Artificial Intelligence

Descriptive releases of public data, social networks, and machine learning and
artificial intelligence systems collect personal data and publish it in different
formats. For an individual, even with GDPR, it becomes impossible to follow all
of his/her personal data and recognize what kind of risk level is involved in its use.
The responsibility of protecting personal data should not be left to individuals, but
instead, each data collector and beneficiary should be responsible for keeping the
requested and agreed level of privacy.

So far, different anonymization techniques are commonly used, for example,
when releasing statistics, but there are already proofs of failures [39]. For example,
Sweeney found in [50] that with only three attributes (5-digit ZIP, gender, and date
of birth) 87% of the US population would be uniquely identified. Reidentification is
a big risk unless all possible aspects are considered when planning the anonymiza-
tion.

Another challenge with many anonymization techniques, including differential
privacy, is that they have some parameters, like ¢ in DP, that needs to be tuned.
Selecting the correct value is usually left to people implementing PET, and it is not
an easy task. There aren’t any common guidelines yet, and it’s difficult to assess
privacy loss with given value.

An increasing risk is the possibility of connecting anonymized data with public
data sources using artificial intelligence. As referred in [12], an example of such a
risk in relation to a legal proceeding was given in [56]. It is not enough to handle
one data release, but one should consider all possible contexts where that data could
be utilized. One approach for this purpose would be to define a strong theoretical
proof, like in differential privacy, but this does not yet tell anything about how well
the privacy insurance was implemented or how well it will work in real life. It is
therefore, already in the planning phase, important to identify what kind of proof
or assurance different models give. One should be certain that all relevant aspects
of privacy have been considered and then ensure using real measurements that an
implemented PET really achieves the targeted level of privacy.
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4 Literature Review

The aim of this article is to find out what kind of measures are available to ensure
that an intended level of privacy protection is achieved in real-life implementations.
Focus is on searching methods, frameworks, best practices, or any other systematic
models to estimate and ensure protection. Research questions for this review were:

RQ1: How can we ensure that the expected level of protection, calculated based
on the definition of differential privacy, is reached by an implementation?

RQ2: Are there any frameworks that would provide a baseline for evaluating
privacy protection levels?

RQ3: Is there a way to compare these privacy protection levels against different
privacy legislation such as GDPR and CCPA?

4.1 Search and Selection Steps

The first step after formulating the research questions was to define the search
repository and queries. Based on our previous experience in [37], where the Scopus
repository provided the utterly highest number of hits, it was decided to use it in this
review. Defining search queries was a bit more challenging, because many search
sentences tended to be made of either too common words, thus giving huge amount
of not relevant hits, or of too rare words ending up in none or very few results. We
though identified also many articles for our intended scope, so the following search
strings were finally used:

SS1: TITLE-ABS-KEY ("differential privacy" AND protection AND (measure
OR proof)) AND (LIMIT-TO(LANGUAGE,"English"))

SS2:  TITLE-ABS-KEY ("differential privacy” AND "personal data" AND pro-
tection) AND ( LIMIT-TO(LANGUAGE,"English"))

The first exclusion criterion, the English language, was already included in the
search strings. The string SS1 provided 130 results and SS2 61, of which 12 were
duplicates, which were removed. The results also included six of the Conference
Review Document Type, which were excluded. After the basic search and the first
set of exclusion criteria, there were 173 articles remaining.

In the second step, each result was briefly reviewed. The final decision on the
inclusion/exclusion of an article was based on the title, abstract, and, if needed,
brief look at the content of the article. The main inclusion/exclusion criterion in this
step was whether an article included some kind of approach to estimate the level
of privacy. Articles that were just presenting a new model, mechanism, method,
framework, or algorithm based on differential privacy and usually comparing
theoretically different epsilon values to the utility values did not have the aspect that
was searched for. This alone already excluded 76 articles. If the article also had other
privacy measures or metrics, it was included. Neither articles that had just theoretical
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Table 1 Excluded article descriptions and numbers in step 2

Article type of excluded articles Amount
Demonstration, description, overview and likes 12
DP as proof or compared to DP 6
DP not found or article not found 9
Just accuracy, utility, or performance measure 9
New usage, algorithm, model, method, mechanism, or likes of DP 76
Only theoretical model or proof 15
Other (just one of each) 6
Total 133

Number of results per year and step

=il ] i

2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023
OStep1 OStep2 MStep 3

Fig. 1 Number of results included in each step by year

proofs were included as we were interested in situation after implementation. A
total of 133 results were excluded in step 2, because they did not involve privacy
measurement or metric, so after the second step, there were 40 articles left. In
Table 1, the number of excluded results is shown by the description of the high-level
exclusion reason of the article. In the third step, the resulting articles were studied,
and different privacy-related characteristics were collected from them. At this point,
a set of 16 articles were excluded, because they were either (i) just modifying or
presenting a new DP model without any other privacy measure, (ii) they did not
include DP, or (iii) they were not primary works, but just categorizing other articles.
Finally, there were 24 articles to review to find answers to the research questions.
Figures 1 and 2 illustrate how the number of results changed at each step per
year (1) and per type of document (2). Figure 1 shows that interest in this area is
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Fig. 2 Number of results included in each step by document type

still growing. The precise information on the included articles is given at the end of
the article in two tables: All included articles are listed in Table 6 where ID in this
review, authors, title, year, and reference are given; in Table 7, ID of each article is
assigned to the source where it was published.

4.2 Result Characteristics

The final results included in the review presented a diverse and fragmented area
under privacy. Differential privacy models ranged from basic central models defined
by Dwork [17] to different versions of Local Differential Privacy [14, 27] and
to specialized solutions like Geo-Indistinguishability [2] for location privacy. The
more strict definition of privacy, e-DP [15], was used in 15 cases, the approximate
version (¢-§)-DP [16] in 7 cases, and both were mentioned in one case. In Fig. 3, the
keywords (or index terms) of the reviewed articles are presented as a word cloud.

In Table 2, the results are classified according to the kind of data release they
discussed. The wide distribution indicates that many different areas are involved.
However, it was a bit surprising that even if the health data obtained the highest
number of release hits (3), it was still quite low. Considering how sensitive and how
many legal restrictions there are for personal data related to health, the expectation
was that it would have greater coverage in this review. None of the identified data
release areas received an especially large number of hits; all amounts were between
1 and 3.

Of the data sets used in the cases, the different UCI data sets [33] were the most
popular with six hits. Many other data sets were also mentioned, and in eight cases,
no data sets were used.
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Table 2 Classification of results based on data release type
Classifi- Image Legal machine
Release cation Financial | data IoT data | document | Location | learning
area Any release queries | release |sharing | release sharing | systems
Amount | 1 2 1 1 1 1 3 2
Release | Market- | None Query- Rando- | Restric- | Social Statistical Grand
area place for based mized | ted health | networks | release | total
data release response data
sharing release
Amount | 1 1 2 1 3 1 3 24

5 Privacy Protection Models

5.1 Privacy Attacks

Privacy attacks were collected and classified from the results. Attack types were
taken as they were identified from articles and related to attack categories defined
in Sect.2.1. The identified attacks are linked to attack categories in Table 3. Each
article had one to three attack types, and there was a lot of variation in the original
descriptions. As can be expected when talking about privacy, the reidentification
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Table 3 Number of attack categories found in 24 articles in review

Attack category Identified attacks Amount
Interference Data poisoning attack
Membership inference Differencing, re-identification, singling 8

out, deniability, identity breach
Interference and membership inference | Poisoning, data leaks

Reconstruction Attribute inference, graph structure and 7
degree, detection of speeding vehicles,
location, homogeneity, privacy leaks

Membership inference and Disclosure attack, insider attack 7
reconstruction
Grand total 24

attack was the most common type. However, clear challenges in the classification
were revealed. Namely, the identified attack types were on different levels, for
example, disclosure attack vs. detection of speeding vehicle, and partly different
terminology was used in their depictions.

5.2 Privacy Metrics and Measurement Models

None of the results in the review contained any kind of common framework or
model to measure privacy. The most common reference on this was legislation:
GDPR was mentioned in five articles, HIPAA (US Health Insurance Portability and
Accountability Act) [54] twice, and FERPA (US Family Educational Rights and
Privacy Act) [55] once. It is very clear that this area needs a common framework,
which could be referenced to the corresponding PET privacy level.

As [57] also points out, a common consensus on generally approved privacy
metrics is still missing. Understanding the context and environment in which PET
will be used is an important starting point to define the correct metrics. In the
additional material in [57], nine questions were given to help with the selection
of a metric: (1) Suitable Output Measures? (2) Adversary Models? (3) Data Source?
(4) Availability of Input Data? (5) Target Audience? (6) Related Work? (7) Quality
of Metrics? (8) Metric Implementations? and (9) Metric Parameters?. One special
note related to the selection of parameters that they presented, coinciding with our
findings, was that there is not even much information available on how to select ¢
for DP. During our selection steps, we had in the first step two articles of which one
[49] was excluded as it dealt with performance or utility related to different evalues
and one was included in the review [3].

If we consider our findings in relation to the taxonomy of privacy metrics as
defined in [57] and listed in Sect. 3, recalling our focus on DP, all of our results
could fall under the Indistinguishability group as all DP types are mapped there.
However, we found that our results could be mapped under different metrics. In
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Table 4 Metric types

g Metric type IDs
connected to article IDs

Adversary’s success probability | 1,6,9, 16, 21

Data similarity 11

Error 3,13

Fairness 4,22

GDPR 2,5,7,20
Indistinguishability 5,8, 12, 18, 20, 24
Information gain or loss 10, 14, 15, 19
Time or cost 17,23

Uncertainty 8

Table 4, we have a bit modified their version of metrics. We have added the Cost
in Time metric as we found it corresponding to Time: calculating the performance
cost of the needed protection level [47] or minimizing the objective (cost) function
of attacker [32].

In addition, we identified two more categories for metrics: GDPR and fairness.
First one might eventually be some kind on umbrella metric where needed privacy
level depends on risk for individual and combines other metrics based on context
and risk. The second one is an ethically important aspect, which should get much
more attention. The offered protection level should be the same regardless of, for
example, if individual belongs to some special, protected group (one definition is
example of special categories in GDPR) or not.

Considering that all these were found with connection to DP, there is definitely
need for a general model that would help to understand which metrics are relevant
to which case and what level of privacy is needed.

5.3 Connecting Attacks and Metrics

In Fig. 4, the metric categories are mapped to the attack categories. Even if the
attacks were just identified from a few of the reviewed articles, it is obvious
that different metrics and metrics combinations are needed for defensing against
different attacks. When comparing metric categories to attack categories, it seems
obvious that most of the metrics are relevant for each attack. So, instead of
measuring just one or two issues, we should have a full set of metrics to be
considered in all cases. In addition, two attack categories did not map to any metrics.
According to [21], the attack that should be considered in relation to GDPR is the
identity disclosure attack, but it was not directly identified in our results. Instead,
most of the identified attacks can result in identity disclosure.

To help structuring metrics, one could start by mapping metrics according to
specific legislation. For example, GDPR [18] sets rules on personal data processing:
“appropriate technical and organisational measures to ensure a level of security
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Fig. 4 Mapping metric categories (on the left) with attack categories (on the right)

appropriate to the risk.” To be able to decide on the correct level of security, we
need to understand what kind of risks are involved. To be able to understand risk, we
need to understand what kind of threats are possible. So, we are actually returning
to threat modeling. The attacks identified here are real threats to privacy in relation
to machine learning. An approach could be to see how well the model is protected
from specific threats. So, for example, if we think about an interference attack, we
should identify all places where it can happen and measure how safe our solution
is. For metrics, we could measure the success probability and the time required to
breach the system from our current list. In addition, we could also measure what
kind of problems different interference could cause, like how much training data
can be polluted before it affects the model. Finally, we could define some values
to specify which are the allowed limits in each to confirm that the actual level of
privacy protection of the solution is what we were looking for.

As all metric categories in [57] are grouped output measures from single metrics,
which also appear to be based on different privacy technologies, it makes the use
of PETs challenging. One should combine several techniques to be able to protect
personal data, but that is by no means practical. To be able to select between different
PETs, we need privacy measures that can be applied to all of them.

6 Conclusions

Reflecting on our research questions, as posed in the beginning of Sect. 4, we found
several different approaches to estimate the protection level in relation to RQ1. The
decision of what to measure and how to measure was usually made by the authors.
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There were no commonly shared and agreed principles, so deciding and ensuring
the expected level of protection was made on a case-by-case basis. Neither did we
find any common test model that would ensure that theoretical privacy protection
was really achieved in an implementation. There were some individual approaches
such as QuerySnout [11] to help identify vulnerabilities in query-based systems, and
a specific attack test for certain DP implementations [25], but a systematic approach
to the whole scope was lacking. Hence, the answer to RQ2 which follows from these
conclusions is "No." We were unable to find any framework that could be used to
ensure a correct level of privacy protection.

The LINDDUN methodology [13] was one step in the right direction, as it gives
practitioners instructions on what types of privacy threats should be investigated,
their details, and how to map them to PETs. However, the methodology does not
go into details on what level of privacy protection should be selected. This could be
in the risk assessment phase, which was outside the scope of the methodology. The
article did not address machine learning-specific threats or recognize DP yet.

The answer to RQ3 was also inconclusive: we found something in that direction,
but a clear, uniform way connecting a privacy framework and the legislation is still
missing. In some cases, GDPR was used as a privacy metric. Another aspect to
consider with legislation is that many models have parameters which affect the
protection level and there is not yet any clear guidance on how those should be
selected.

In the future, especially with the increasing amount of artificial intelligence, it
will be important that privacy metrics consider the full context of use of personal
data. DP is one of the techniques on the right track, because its definition says
that nothing more should be learned of a person regardless if s/he was or wasn’t
included in the data. However, when DP is implemented as part of even more and
more complex systems, this statement must be proved in the whole context and also
after the implementation. DP also leaves open the question of what it is possible
to learn about a person from the system regardless of his/her presence, nor does
it approach the question of several separate systems running and impacting each
other’s privacy level. In addition, it may be vulnerable to a reconstruction attack,
especially if the attacker can gain information on the perturbation levels used.

Considering the different categories of metrics found in this review, it turned
out to be very clear that more research is needed to define privacy measurement
models that cover a wide enough area. It appears that several metrics are likely to
be combined or used to ensure the security of personally identifiable information.
To be able to clearly answer the needs of people whose personal data is processed,
authorities, and system developers, a framework that connects all the parts discussed
above should be developed. Such a framework needs to cover all aspects related
to privacy in artificial intelligence, be connected to other privacy and security
frameworks and legislation, be clear enough to easily use and test, and give
instructions on how to configure selected models. A good start would be to structure
and create a common and shared model of privacy threats and privacy protection
requirements in the context of artificial intelligence.
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Disclaimer As artificial intelligence is part of this article, Scispace [43] was used
to summarize the introduction of each included article. It was not used to create any
content in this review.

List of Abbreviations

See Table 5.

Appendix
See Tables 6 and 7.

Table 5 List of Al

v Artificial Intelligence
abbreviations

CCPA | California Consumer Privacy Act

DP Differential Privacy

FERPA | Family Educational Rights and Privacy Act

GDPR | General Data Protection Regulation

HIPAA | Health Insurance Portability and Accountability Act

IoT Internet of Things

PET Privacy Enchanting Technology
PII Personally Identifiable Information
SMCP | Secure Multi-party Computation
SS Search String

UCI University of California, Irvine

Table 6 Articles included in review

ID | Authors Title Year Ref

1 Ashena N. et al. Understanding ¢ for differential privacy in 2021 [3]
differencing attack scenarios

2 Brauneck A. et al. Federated machine learning, 2023 [5]

privacy-enhancing technologies, and data
protection laws & in medical research:
scoping review

3 Cerf S. et al. Privacy protection control for mobile apps 2023 [7]
users
4 Chester A. et al. Balancing utility and fairness against privacy | 2020 [8]

in medical data

(continued)
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Table 6 (continued)
5 |Cohen A.and | Towards formalizing the GDPR’s notion of singling out 2020 | [10]

Nissim K.
6 | Cretu A.-M. QuerySnout: automating the discovery of attribute 2022 | [11]
etal. inference attacks against query-based systems
7 | Csanyi G.M. Challenges and open problems of legal document 2021 | [12]
etal. anonymization
8 | Feyisetan O. Leveraging hierarchical representations for preserving 2019 | [19]
etal. privacy and utility in text
9 | Fotiou N. A privacy-preserving statistics marketplace using local 2021 |[20]
et al. differential privacy and blockchain: An application to
smart-grid measurements sharing
10 | Hotz V.J. et al. | Balancing data privacy and usability in the federal 2022 | [22]
statistical system
11 | Huang H. Privacy-preserving approach PBCN in social network 2020 | [24]
etal. with differential privacy
12 | Kargl F. etal. | Differential privacy in intelligent transportation systems 2013 | [26]
13 |LiM.etal. Quantifying location privacy for navigation services in 2022 | [28]
sustainable vehicular networks
14 |LiuF. and Disclosure risk from homogeneity attack in differentially | 2022 | [30]
Zhao X. privately sanitized frequency distribution
15 |LiuF and Disclosure risk from homogeneity attack in differentially | 2022 | [29]
Zhao X. private release of frequency distribution
16 |Liul. etal. Mutual-supervised federated learning and 2022 | [31]
blockchain-based IoT data sharing
17 'May.etal. Data poisoning against differentially-private learners: 2019 | [32]
attacks and defenses
18 | Matthews G.J. | Assessing the privacy of randomized vector-valued 2012 | [34]
and Harel O. queries to a database using the area under the receiver
operating characteristic curve
19 | McClure D. Differential privacy and statistical disclosure risk 2012 | [35]
and Reiter J.P. | measures: an investigation with binary synthetic data
20 | Oguri H. A method of decreasing connectability of derived data, 2019 | [38]

using local differential privacy
21 |Reilly D.and | A comparative evaluation of differentially private image 2021 | [44]
Fan L. obfuscation
22 | SalasJ. et al. Towards measuring fairness for local differential privacy 2023 | [46]
23 | Shen A.etal. | Exploring the relationship between privacy and utility in 2023 | [47]
mobile health: algorithm development and validation via
simulations of federated learning, differential privacy, and
external attacks
24 | Wang Y.-R. The protection of data sharing for privacy in financial 2022 | [58]
and Tsai Y.-C. | vision



Artificial Intelligence and Differential Privacy: Review of Protection Estimate Models 51

Table 7 Sources, by article ID, of included articles in review

ID | Source title

1 Lecture Notes of the Institute for Computer Sciences, Social-Informatics and
Telecommunications Engineering, LNICST

Journal of Medical Internet Research

Control Engineering Practice

2020 IEEE Symposium Series on Computational Intelligence, SSCI 2020
Proceedings of the National Academy of Sciences of the United States of America
Proceedings of the ACM Conference on Computer and Communications Security
Symmetry

Proceedings—IEEE International Conference on Data Mining, ICDM

NoRECC.RIEN RN NV, BRI NS RUCEE )

Blockchain: Research and Applications
Proceedings of the National Academy of Sciences of the United States of America

—
— | O

IEEE Transactions on Network and Service Management

WiSec 2013—Proceedings of the 6th ACM Conference on Security and Privacy in
Wireless and Mobile Networks

13 | IEEE Transactions on Green Communications and Networking

—_
(3]

14 | IEEE Transactions on Dependable and Secure Computing

15 | CODASPY 2022—Proceedings of the 12th ACM Conference on Data and Application
Security and Privacy

16 | Security and Communication Networks

17 | IJCAI International Joint Conference on Artificial Intelligence

18 | Health Services and Outcomes Research Methodology

19 | Transactions on Data Privacy

20 | Proceedings of the 11th International Conference on Electronics, Computers and
Artificial Intelligence, ECAI 2019

21 | Proceedings—2021 3rd IEEE International Conference on Trust, Privacy and Security
in Intelligent Systems and Applications, TPS-ISA 2021

22 | Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial
Intelligence and Lecture Notes in Bioinformatics)

23 | Journal of Medical Internet Research

24 | Applied Sciences (Switzerland)
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To Know What You Do Not Know: )
Challenges for Explainable AI for Qe
Security and Threat Intelligence

Sarah van Gerwen, Jorge Constantino, Ritten Roothaert, Brecht Weerheijm,
Ben Wagner, Gregor Pavlin, Bram Klievink, Stefan Schlobach, Katja Tuma,
and Fabio Massacci

1 Introduction

Threat intelligence (TI) builds upon many, sometimes unknown or unreliable
sources and must operate under operational and legal constraints that cannot be
interpreted by a single automated system. In a threat intelligence hybrid workflow
(TIHW), human analysts and machines powered by artificial intelligence (Al) coop-
erate [12, 92]. Analysts routinely assemble findings derived from data generated
by machines or assembled by other human analysts. These findings must often be
assembled from data that analysts are not able to share or even have access to.
Yet, TI must also be actionable to be useful for planning an intervention (such
as apprehension of suspect of a cyberattack). Actionable information is relevant,
timely, accurate, complete, and ingestible [79]. These properties are difficult to
assert when the data itself cannot be accessed and/or when all the sources cannot
be trusted.
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