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Introduction

Cisco Firepower is an integral part of the suite of Cisco security products.
There are Firepower managers and the various Firepower devices that are
configured, managed, and monitored from the managers.

The devices are further categorized into Firepower appliances like
7000/8000s, which are all EOL, but there’s a legion of SourceFire appliances
out there, so Cisco still covers them in this exam for now.

In the figure below, you can see how the manager—an FMC in this example
—sends configuration and Snort security policy out to the devices. The
devices then make decisions about the packets traveling through them based
upon the Snort Security policy and finally sends the Snort verdict back to the
manager:



Device Configuration and Snort Policy

Network Analysis

Inside Network

The new Adaptive Security Appliance (ASA), called Firepower Threat
Defense (FTD), is definitely all the rage now! Even if you really just want to
run plain, powerful ASA code, you’ll want the new devices with their
tremendous power and inspection throughput that
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can run either ASA or FTD code. So, the ASA code isn’t going away anytime
soon, although most people run FTD when they get the new devices.

I’m going to talk about the various Firepower managers in this introduction,
but I’'m only going to use one of them throughout the book—think exam
objectives! The other Firepower devices will still be discussed thoroughly
throughout this book though.

History of SourceFire/Firepower

In early 2012, Sourcefire introduced version 5 of the “SourceFire System.”
Along with this new version came several new brands and one of them was
FirePOWER.

FirePOWER was used to represent the advanced network interface hardware
in the latest detection devices. The new Netronome Flow Processor (NFP)
interface included far more advanced technology than a typical network
interface card. Technically this is still the case—the real power behind the



detection speed of those expensive devices is still FirePOWER. Today, this
term has changed a bit because it’s now used in conjunction with the Cisco
ASA. Now, when you see FirePOWER, it’s almost always used to describe
“FirePOWER Services on ASA.” This could mean software services, or the
FirePOWER blade installed on the ASA 5585-X.

What you won’t see is the term FirePOWER being used in accordance with
the 7000/8000 appliances or FTD devices. They just refer to everything as
Firepower now, so I’ll be doing that in this book to reference all products as
well.

FireSIGHT is another term introduced with version 5. Historically, (pre-
Cisco), the term FireSIGHT referred to the passive detection capabilities of
the Sourcefire System. In version 4.x, these capabilities were called Realtime
Network Awareness (RNA) and Realtime User Awareness (RUA). When
version 5 hit the scene, these two names were rebranded as FireSIGHT to
refer to the new and improved RNA/RUA.

Prior to the Cisco acquisition, FireSIGHT never meant Snort or IPS
detection. It was all about network and user awareness. But today, the term
FireSIGHT has been expanded to Firepower, which encompasses the entire
NGIPS/NGFW system. The “Firepower System” is the new Cisco IPS, and as
I said, when we’re talking about this “system,” we just use the term
Firepower now.

Managing Firepower

Even though there are many ways to manage your Firepower appliances
and/or Firepower Threat Defense (FTD) devices, only the Firepower
Management Center (FMC) is covered in the exam objectives. So again,
that’s the only manager I’ll use throughout this book. Here are all the options:

» Firepower Device Manager (FDM)

» Firepower Management Center (FMC)

» Cisco Defense Orchestrator (CDO)

» Adaptive Security Device Manager (ASDM)
Let’s explore each one:



Firepower Device Manager (FDM)

This little power manager is used for SOHO environments or single-device
configuration where you have no FMC available. Over the last five years,
FDM has become more useful and easier

X
to configure a single device with than in the past. Here’s a look:

You can see here in my FDM output for my 1150 device above, that I
received a nice GUI output of the interfaces and basic configuration. You can
do quite a bit with the FDM, just not as much as you can with the FMC at this
point.
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Firepower Management Center (FMC)

This is the most prevalent Firepower manager, and its available in both
virtual and hardware versions. The difference really comes down to how
many devices you need to configure/manage. No need to show it here
because you have 36 chapters of FMC coming up in two books!

Cisco Defense Orchestrator (CDO)



New and upcoming, this cloud-based management system is the future of
managing Cisco security products like the ISE, Firepower, StealthWatch,
AMP ASAs, and more:
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This product will be very useful for managing a suite of Cisco security
products for a company and even more helpful for companies that have
devices requiring management over a large geographic spread. I didn’t cover
CDO in this book but look for this in the future as your manager for all things
Firepower.

Adaptive Security Device Manager (ASDM)

This powerful little beauty has been around for a long time and has really
helped configure, manage, and troubleshoot our small to large ASA
deployments for more than a decade. ASDM provides some of the
configuration and management capability of FirePOWER but not enough to
use on its own. I’ve also used something called Cisco Security Manager
(CSM) for centralized management of very large environments with hundreds



of ASAs.

xii

What Is This Book Really About?

Of course, I definitely penned this book with the CCNP Security SNCF
objectives in mind. Even so, I included a few chapters that go beyond the
objectives and really dig deep into all my years of real-life Firepower
experience!

The information in those is very valuable because it’s based upon my real-
world experience at hundreds of customers after installing well over 10,000
FTD devices in Fortune 50 and 500 companies all over the world.

We’ll follow the Cisco FTD packet flow that took me quite a while to draw
out because when I began working with this product, they didn’t have FTD.
Plus, when FTD finally made its appearance, it still took years for
documentation worth reading to come out!

Whether you have a Firepower appliance (7000/8000), ASA with a
FirePOWER module, or an FTD device, the Snort engine is basically the
same for all models and configured mostly the same way through the FMC.

The figure below is based on FTD code, and you can tell because you can see
the LINA engine, which is really the integrated base ASA code configured
through the FMC. That’s what makes the FTD different.

xiii
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Based on packet traces and lots of network analysis, I was able to draw a
really accurate packet flow for FTD that I’ll use for reference throughout the
book as we go through each policy.

I am well aware that the Cisco objectives also include the old, outdated
Firepower appliances and they still follow the same flow, but only in the
Snort process.



The appliances don’t have a prefilter or LINA process at all, but that is the
only difference.

You can see in the next drawing of the Ingress LINA process that the packets
are delivered to the Snort process via a memory location. Then, after the
packets traverse the Snort process, the Snort verdict is sent to the Lina egress
for processing.
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We’ll be traveling through the drawing above step-by-step in this book.

What Does This Book Cover?

You’ll be learning all of the following in this book:

Introduction

What is Firepower? What was FireSIGHT? What was SourceFire?
Understand Firepower by building a solid foundation in defining key,
industry-wide, plus Cisco-specific terms that we’ll be using throughout this
book, like FMC and FTD.

Chapter 1: Firepower Management Center (FMC) This chapter will cover
the steps on how to install and configure both the virtual FMC and hardware
FMC.

Chapter 2: Cisco Firepower Management Center (FMC) Configuration
This chapter will cover how to log in and configure your Firepower
Management Center (FMC) using System Configuration. It covers how to
apply settings on the systems to control user preferences, NTP, time zones.
and other key factors.

Chapter 3: Firepower Management Center (FMC) Actions A detailed and
important chapter, though actions are something you don’t configure much—
typically only when you’re bringing up your FMC. This allows you to create
alerts using email, SNMP, and syslog to help you manage your network and
find issues faster.

Chapter 4: Licensing & Health Policy

In this chapter, I’ll cover the licensing for Firepower, both the Classic and
Smart Licensing. We will also cover the Health settings, which have
remained largely unchanged for over a decade, though they’re still important
to understand and configure.

XV

Chapter 5: Chassis Manager
This is a more advanced chapter and very important if you have 4100/9300



devices. Don’t forget there are exam objectives on FXOS and Chassis
Manager! We’ll go through the configuration, troubleshooting, upgrades, and
finally, clustering of devices in Chassis Manager.

Chapter 6: Firepower Devices

This very important chapter will go into detail on how to bring up the various
Firepower devices like an appliance and the different FTD devices:
1000/2100/4100/9300. We’ll start at the beginning by demonstrating how to
reboot and reset the devices, then go step-bystep in configuring the devices
and bringing them into their FMC.

Chapter 7: High Availability

This is a really great chapter about providing HA on hardware FMCs and the
various Firepower devices. Once we configure the HA pairs, we’ll go through
verification and troubleshooting and finally finish with Firepower upgrades
for the FMC and devices.

Chapter 8: Objects

This chapter will provide you with the understanding of the object types that
are used by the Firepower system. Firepower employs reusable configuration
components—objects—to provide an easier way to use values across
policies, searches, reports, dashboards, and so on.

Chapter 9: Access Control Policy

This chapter covers the heart of the Firepower system. An AC policy acts
kind of like a central traffic cop for Firepower because all traffic passing
through a device is processed through it. You’ll find plenty of great tips in
this chapter, along with real-world examples on how to configure and
implement this at work!

Chapter 10: Malware and File Policy

A nickname derived from the term malicious software, malware comes in a
variety of disgusting flavors, from coded weapons fashioned to damage,
control or, disable a computer system to reconnaissance, stealing data, and
identity theft. Firepower’s Advanced Malware Protection (AMP) is designed
to tackle one of the worst and arguably most prevalent threat vectors of today
—malware!



Chapter 11: Firepower Network Discovery

Firepower Network Discovery (formerly FireSIGHT) is the name given to a
technology built into the Cisco Firepower NGIPS to provide us with
contextual awareness regarding events, IP addresses, users on the network,
and even background about the hosts in the system. Once you’ve been
acquainted with this awesome technology, we’ll move on to explore
discovery components like the discovery policy, type of data collected,
connection events, and host attributes associated with it.

Chapter 12: Intrusion Prevention System (IPS) Policy This chapter
provides you with the background necessary for success in the real world
with a thorough presentation of IPS policy management. This in-depth
chapter covers IPS policies, which precisely describe the suspicious and/or
malicious traffic that the system must watch out for. The Intrusion policy also
controls how evil traffic is dealt with when it’s discovered.

Chapter 13: DNS Policy
This chapter’s focus will be on one of the newer features in Firepower— the
DNS policy, which gives us visibility beyond typical packet sniffing

xvil
detection by granting additional insight into potentially compromised hosts or
encrypted data.

Chapter 14: Prefilter

While it’s not actually part of the Access Control policy, the Prefilter policy
actually processes traffic first. This policy only applies to Firepower Threat
Defense (FTD) devices.

Chapter 15: Network Address Translation (NAT) I’ll survey the different
NAT types available to managed devices in this chapter and show you how to
continue to configure your devices. I’m going to cover some best practices
from the real world in it too!

Chapter 16: Identity Policy

This chapter covers identity—the ability for Firepower to take different
actions depending on the user associated with a connection. The concept of
using Firepower to block or allow traffic based on users or groups is very



popular because it’s really helpful to many organizations. It keeps employees
more productive and allows blocking access to websites or services based on
job function.

Chapter 17: User Management

In this chapter, we’re going to cover a variety of administrative functions for
user account management. You’ll learn all about creating and managing both
internal and external users.

Chapter 18: Advanced Network Analysis

This is an awesome chapter chock-full of pro tips and essential, real-world
knowledge and skills. We’ll dive deep into using the Firepower System to
analyze intrusion event data and explore some of the workflows available

when analyzing events. I’ll show you lots of examples of how to drill into

relevant event data.

xviii

Securing Networks with Cisco Firepower (SNCF
300-710) Exam Objectives

(SNCF 300-710) Exam Objectives 710 exam. Still, I’m going to cover a lot
more administration and troubleshooting than what’s on the exam, so you can
definitely use this book as a guide for your real-life network easily!

Here’s the listing of objectives, which is the foundation of the chapters in this
book.

Exam Description

Securing Networks with Cisco Firepower v1.0 (SNCF 300-710) is a 90-
minute exam associated with the CCNP Security and Cisco Certified
Specialist - Network Security Firepower certifications.

This exam tests a candidate’s knowledge of Cisco Firepower Threat Defense
and Firepower 7000/8000 Series virtual appliances, including policy



configurations, integrations, deployments, management and troubleshooting.

This book will help you prepare for this exam in full and includes: = Policy
configurations

= Integrations

» Deployments

» Management and troubleshooting

The CCNP Security SNCF exam objectives covered in this study guide
include:

1.0 Deployment 30% 1.1 Implement NGFW modes
1.1.a Routed mode
1.1.b Transparent mode

1.2 Implement NGIPS modes
1.2.a Passive
1.2.b Inline

1.3 Implement high availability options
1.3.a Link redundancy
1.3.b Active/standby failover

1.4 Describe IRB configurations
2.0 Configuration 30%

2.1 Configure system settings in Cisco Firepower Management Center
2.2 Configure these policies in Cisco Firepower Management Center

2.2.a Access control
2.2.b Intrusion

2.2.c Malware and file
2.2.d DNS

2.2.e Identity

2.2.g Prefilter

2.3 Configure these features using Cisco Firepower Management Center
XX

2.3.a Network discovery



2.3.d Actions

2.4 Configure objects using Firepower Management Center

2.4.a Object Management

2.4.b Intrusion Rules

2.5 Configure devices using Firepower Management Center

2.5.a Device Management

2.5.b NAT

4.0 Integration 15% 4.1 Configure Cisco AMP for Networks in Firepower
Management Center

4.2 Configure Cisco AMP for Endpoints in Firepower Management Center

What Objectives Will the Second Book in This Series Cover? CCNP
Security SNCF series part II, we will explore these important
exam objectives and topics:

1.0 Deployment 30% 1.3.c Multi-instance

2.0 Configuration 30% 2.2.f SSL

2.3.b Application detectors (OpenAppID)

2.3.c Correlation

2.5.c VPN

2.5.d QoS

2.5.e Platform Settings

2.5.f Certificates

3.0 Management and Troubleshooting 25%

3.1 Troubleshoot with FMC CLI and GUI

3.2 Configure dashboards and reporting in FMC
3.3 Troubleshoot using packet capture procedures 4.0 Integration 15%

4.3 Implement Threat Intelligence Director for third-party security
intelligence feeds

4.4 Describe using Cisco Threat Response for security investigations

4.5 Describe Cisco FMC PxGrid Integration with Cisco Identify Services
Engine (ISE)

4.6 Describe Rapid Threat Containment (RTC) functionality within
Firepower Management Center

What chapters are covered in Part II in this CCNP Security



SNCEF series?

Chapter 19: Platform Settings

Chapter 20: Domains

Chapter 21: Dashboards and Reporting
Chapter 22: FTD Quality of Service
Chapter 23: Network Analysis Policy (NAP)
Chapter 24: Correlation Policy

Chapter 25: SSL

Chapter 26: Cisco Threat Response

xxii

Chapter 27: Multi-Instance

Chapter 28: PxGrid

Chapter 29: Rapid Threat Containment (RTC) Chapter 30: Threat
Intelligence Director (TID) Chapter 31; Remote Access VPN S2S
Chapter 32: Virtual Private Networks AnyConnect Chapter 33:
Certificates

Chapter 34: Troubleshooting

Chapter 35: Troubleshooting Part 11

Chapter 36: Application Detectors

Chapter 37: Firepower SafeSearch

Chapter 38: Daily Network Analysis Steps

Chapter 1: Firepower Management Center (FMC)

The following CCIE/CCNP Security SNCF exam objectives are covered in
this chapter:

2.0 Configuration

2.5 Configure devices using Firepower Management Center

2.5.a Device Management

We’re going to begin exploring this amazing technology by diving into the
Cisco FMC installation and configuration. I’ll open by telling you how to



install a Firepower network as well as how the FMC works with your
devices. Then we’ll journey into the various FMCs and how to install a
Firepower Management Center (FMC)—both hardware and virtual. I’ll wrap
the chapter up by showing you how to configure the FMC at startup so you
can access a graphical user interface (GUI) to manage your network.
Anywhere from 1 to 750 devices can be managed this way!

Our focus through this entire book series will be zeroed in on only the Cisco
Firepower Management Center (FMC) for managing your Firepower
network. Yes, of course there are a couple other ways, options, and
approaches that I talked about in the introduction, but the exam, my own
networks, and all my clients use the FMC exclusively. If you happened to
skip the introduction, at least go back and skim over the parts that explain the
differences between an FMC, FTD, and Firepower appliance.

Because the virtual FMC is actually a low-cost and easy solution to install
and manage, I think that it is by far the better solution for all Cisco networks.
And what the exam wants you to know is definitely important too, isn’t it?

It’s also really key for you understand the difference between the virtual and
hardware FMC, so I’ll be going deep into both of these in this chapter too.

To find exam study material like videos, downloadable supplemental
material, and practice questions, please see www.lammle.com/firepower

Deploying a Cisco Firepower Network

Before we actually get into installing a new FMC, I want to cover some steps
that Cisco has laid out regarding how to install and deploy a new Firepower
system.

As you probably know, it’s still kind of tough to find helpful, reliable
documentation about Cisco Firepower. Still, there are some hidden gems out
there like the layout shown here, which Cisco calls the end-to-end
deployment:

Let’s walk through these steps now.
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Steps 1, 2, and 3: Pre-Configuration

This is where we review our network deployment and create a management
VLAN that your Firepower devices will communicate on using TCP 8305.
We’ll physically cable the devices with the management port of each device
placed into a switch port configuration with the management VLAN, then
power up the device.

Step 4: FTD CLI

Log in to the command-line interface (CLI) of each device and complete the
initial configuration of the Firepower devices from the CLI, which configures
and enables the management ports.

Step 5: Log In to FMC
Once the pre-configuration for the FMC is complete (what this chapter is all



about), then you need to log in so you can configure the FMC and prepare the
appliance for managing Firepower devices like FTD.

Step 6: Cisco Commerce Workspace — Give us money! Obtain licenses for
the Firepower Management Center and buy feature licenses like malware and
URL filtering.

Step 7: Smart Software Manager

Obtain licenses for the Firepower Management Center: Generate a license
token for the FMC and obtain licenses for the Firepower Management
Center.

Steps 8, 9, 10: Firepower Management Center

Log in to the FMC and register the appliance with the Smart Licensing server
for the devices you want the FMC to manage. The licenses stay on the FMC
and are not transferred to the devices. Chapter 4 is all about licensing, so
hang in there regarding licensing details!

Finally, after Step 9, we can start configuring some basic security policies on
the FMC like File & Malware, Security Intelligence (SI), and IPS, which can
then start dropping bad packets.

I’m going to discuss what the FMC actually does, and then we’ll get started
on the FMC installation.

What Is a Firepower Management Center (FMC)?

Cisco refers to the FMC as “an administrative nerve center for managing
critical Cisco network security solutions.” That’s a mouthful for sure, but the
FMC does provide complete and unified management for Firepower devices,
referred to as Next Generation Firewalls (NGFWs). These provide
application visibility and control (AVC), intrusion prevention (IPS), URL
filtering, and advanced malware protection along with lots of other important
things that I’ll cover in detail throughout this book.

The single management solution provided by the FMC gives us unparalleled
visibility and correlation of events that no other product on the market can
match! This is really what this book, and the corresponding exam, is all



about.

Your job is to learn how to correctly configure potentially multiple traffic-
sensing, managed devices like Firepower Threat Defense (FTD) that monitor
traffic for analysis and reports to a manager. And don’t forget, we can use the
Firepower Device Manager (FDM) as a manager, which provides us with a
centralized management console, complete with a nice, graphical user
interface (GUI). This GUI is what we’ll use to perform administrative,
management, analysis, correlation of events, and reporting.

The next figure shows how the FMC configures devices and policies and then
deploys these policies to the device(s).

It’s important to understand that the FMC makes no decisions on what
happens to the packets going through your network. Only the devices make
these decisions, based on the Snort process that I discussed in the
introduction of this book.

Device Configuration and Snort Policy

Network Analysis

Inside Network

In this simple example, the FMC is sending the configuration and policies to
the FTD devices, which make decisions based on Snort policy configuration.
If a Snort event occurs, the logging and the packets themselves will be sent to
the FMC for analysis.

What If Your FMC Goes Down?



Life being less than perfect, what happens if you lose your FMC for some
reason? Well, once the configuration and policies have been deployed and
working on the devices, the answer is, not much! Of course, you won’t be
getting network analysis and you won’t be able to make any changes to the
devices, but the Firepower device will actually keep passing/dropping
packets based on the configuration and policies it’s already received from the
FMC.

There are two things you lose access to when your FMC goes down:

1. File SHA-256 Hash checks

2. Any rule created using AD users and groups will no longer be able to be
filtered because the AD integration only connects to the FMC, and the
Firepower device needs to query the FMC for the AD information.

To clarify this process shown in the figure above:
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1. The Firepower/FTD device reads the data and finds packets that match a
file policy rule.

2. The device builds the file out of the network flow and calculates the SHA-
256 of the file.

3. The device transmits the hash to the FMC—only the SHA-256 hash is
transmitted, not the file.

4. The FMC checks its local cache and if necessary, transmits the hash to the
Cisco AMP cloud.

5. A disposition is then returned to the FMC.

6. The disposition is forwarded to the device.

If the disposition returned is malware, the device can block the file and
maybe even store the file on the FMC depending on the file policy settings in
place. This lookup happens really fast—usually well under 600 milliseconds!
Know that if this process takes more than 2 seconds to find the disposition,
the file will just be passed.

One last thing here...If you have rules in your access control policy (ACP)
that use AD users/groups, the devices must query the FMC to see if the rule
matches because only the FMC integrates with the AD using the Identity
policy. So, if you lose your FMC, the users would then be permitted to say,
social media, which you were blocking via AD groups. (No worries, I’1l
cover Identity policy in depth later in this book!)

Okay—time to explore the two types of FMCs, the virtual and hardware
versions, so you can discover the differences between them.

Virtual FMCs

Since late 2019, Cisco now has two virtual FMCs on the market: the original
version, which managed up to 25 devices, and its new virtual FMC that runs
in beast mode, managing up to 300 devices!

We’ll get into both FMCs here before we move on to the hardware FMCs.
FMC Virtual

The FMC Virtual has been around a pretty long time in technology years,
probably because it’s extremely cost effective for starters. Virtual FMCs only



use a small amount of server resources, but even though claims are that it can
manage up to 25 devices, I’d make sure to only manage 14 to 16 (7 to 8
pairs) at the most using the FMC Virtual. This depends on your traffic, of
course.

So, let’s install the vVEMC on vCenter
now. I’ll be referring to and using this
FMC throughout the book along with
my hardware FMCs that we’ll install
next.

1.0kay—from your vCenter,
choose to deploy an OVF
template:

2. Choose the following files if
you’re using a vCenter, after
you expand the tar file:
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3. Name and choose the location for the new vFMC: 4. Now choose the host

to install the FMC on.



Deploy OVF Template

+ 1Select an OVF template Select a name and folder

ERBEREEREE o=+ e o 2 e s

3 Select a compute resource
4 Review detalls

5 Select storage

Virtual machine name: FMC 03

6 Ready to compiete Select a location for the virtual machine

Deploy OVF Template

v (7 10.9.2001
v FRDC
> [ Discovered virtual machine
> [ SD-WAN Servers
[C] StudentVMs

" 1Select an OVF template Review details

" 2 Select a name and folder Verify the template details.

" 3 Select a compute resource

4 Review details

5 License agreements Publisher

6 Select storage P

7 Select networks

8 Customize template Version

9 Ready to complete Gaskos
Description

size

Size on
disk

- ...
—

No certificate present

Firepower Management Center VirtL
6.6.0

Cisco Systems, Ihc

Cisco Firepower Management Cente
Tasman Dr San Jose, CA 95134 USA

22GB

4 7 GB (thin provisioned)

250 .0 GB (thick provisioned)



5. Review details—mnotice it’s 2.2 GB in size and will take 250 GB of disk
space using thin provisioning;:

6. Accept the license agreements
7. Choose your disk and provisioning. I typically use thin provisioning, but
you need to research and make your own decision here:

1 Select an OVF template Select storage

2 Select a name and folder Select the datastore in which to store the configuration and disk files

v

v

v 3 Select a compute resource

v 4 Review details |
v

5 License agreements

Select virtual disk format Thin Provision
6 Select storage : -
‘ Thick Provision Lazy Zerced

7 Select networks \ ge Polic) 2 : ib
R i Thick Provision Eager Zeroe

8 Customize template il 15i
8 Customize templa P F Thin Provision

9 Ready to complete

] aatastoret 925GB 2997 GB 78.45GB

8. Select your management VL AN that you configured in advance.

9. Finish customizing your vPFEMC and then click Next. You don’t have to
configure anything here except the password, but you can set the DNS and
INTP servers if desired - more on this in chapter 2.

Password 1 settings

01. Password admin password Password must meet the following criteria: -
At least 8 characters - At least 1 lower case letter - At least 1
upper case letter - At least 1digit - At least 1 special character
such as @#*-_+! - No more than 2 sequentially repeated
characters - Not based on a simple character sequence or a
string in password cracking dictionary You can provide a
password that does not meet these criteria. but on initial login
you will be forced to change your password to meet these

requirements

Password

Confirm Password

Notice the default IP
address of 192.168.45.45/16



is assigned to the vFMC:
Now after you hit Save

and the virtual machine
installs, it’s time to power the
vEMC on.

You should receive a login
screen when you https:// to
the IP address you just set, or
the default of 192.168.45.45.

I’ll show you the login in
the next chapter.



Hostname
DNSI
DNS2

NTP1

IPv4 Configuration

IP Address
Netmask

Gateway

IPv6 Configuration

13 settings

Fully Qualified Domain Name

Primary DNS Server

Secondary DNS Server

Primary NTP Server

Secondary NTP Server

IPv4 Configuration
Manual ¥ |
IPv4 Address

192.168.45.45

IPv4 Netmask

25525500

IPv4 Gateway

19216811

IPv& Configuration

Disabled ¥



FMC Virtual 300

Most people that use the virtual FMC do so because of cost. The FMC
Virtual is super cheap compared to the hardware models! Of course, the ease
of setting up and managing it comes into play too. The biggest caveat is that
the virtual FMC can only support up to 25 devices, which as I mentioned, is
majorly pushing its limits.

The FMC Virtual 300 is where the true power is. It was created and designed
to give serious, commanding glory to the virtual world of FMCs, and with
support of up to 300 devices, it does that in spades!

But it all that power sure isn’t free—it’s way more expensive than the
original FMC virtual and is comparably priced to some hardware FMCs at
this point. Plus, it requires a whole lot more server resources. So if you go
with the v300, you basically need to have a serious server setup as well, and
all of this adds up to parting with some serious cash!

But even considering the cost, would it still be better than going with a
hardware FMC? Maybe. The UCS chassis used for the FMCs will eventually
always go EOL, so at some point, you’ll lose support and have to buy a new
one. I’ll discuss the difference between the old and new hardware FMCs in a
bit, but for now just know there really aren’t a lot of changes. Interestingly,
the UCS chassis just went EOL, so they’ve come out with new hardware
FMCs and new numbers. Support for the old ones will be around for a while,
so what’s the problem? Well, for one thing, some of the new features in the
new codes are only available with the new FMCs, so there’s that!

Let’s talk about what you need to have available for the FMC v300. The
smaller FMC virtual version can run with as little as 8 GB of RAM and 4
cores, with 250 GB of disk space. But the minimum specs for the new virtual
300 are as follows:

* A minimum 4.8 GB of disk space (thin provisioned).
* 64 GB of RAM.
32 CPUs.



Wow! Better start looking for some new server hardware to run this bad boy.

Hardware FMCs

In the next chapter, I'll cover the process of initially configuring your FMC,
which will get you to the point at which you can register your Firepower
devices into the FMC and manage them. Once the devices are connected to
the FMC, we’ll configure the interfaces, routing, and device settings.

The FMC will only have management interfaces. Remember, the FMC
doesn’t actually do any detection itself. Instead, it pushes policy and then
receives events from the devices to enable us to perform correlation of events
and network analysis.



Once you’ve gotten the FMC physical appliance racked and powered, your
first task will be to connect and configure the management network interface.
This procedure varies depending on the device type and may require more
than one person.

Let’s take a quick look at the differences between hardware FMCs. The old
and new FMCs are pretty similar, with same number of sensors managed and
the same amount of RAM. There are some small CPU differences. The new
FMCs have more storage as well as hot swappable drives and two 10 Gbps
LAN interfaces, but these factors still don’t add up to a big enough reason to
upgrade at this point in my opinion.

Here are the specs for the various hardware FMC'’s:

FMC1000/1600

Up to 50 sensors managed

30 million maximum IPS events

90 million connection events

900 GB event storage

32 GB RAM

Events per second: 12,000

Network map up to 50K hosts, 50K users

One Intel E5-2620 V4 CPU / 1 Intel Xeon 4110 processor Two 900 GB SAS
drives /Two 1.2 TB 10-K SAS HDDs RAID 1 100 Mbps/1 Gbps Ethernet /
100 Mbps/1 Gbps/10 Gbps Ethernet

FMC2500/2600

Up to 300 sensors managed

60 million maximum IPS events

300 million connection events

1.8 TB event storage

64 GB RAM

Events per second: 12,000

Network map up to 150K hosts, 150K users

Two Intel E5-2620 V4 / Two Intel Xeon 4110 processors Four 600 GB SAS
drives /Four 600 GB 10K SAS HDDsRAID 5 100 Mbps/1 Gbps Ethernet /
100 Mbps/1 Gbps/10 Gbps Ethernet

FMC4500/4600



Up to 750 sensors managed 300 million maximum IPS events 1 billion
connection events

3.2 TB event storage

128 GB RAM

Events per second: 20,000

Network map up to 600K hosts, 600K users

Two Intel E5-2640 V4 CPUs / Two Intel Xeon 4116 processors Six 800 GB
SSDs /Ten 1.2 TB SAS SSDsRAID 6

100 Mbps/1 Gbps Ethernet / 100 Mbps/1 Gbps/10 Gbps Ethernet

The primary management port for all of the hardware FMCs is ethO, and you
can use eth1, eth2, and eth3 as secondary management or event ports. Most
people don’t know that you can use these other ports to separate management
and event traffic on your hardware FMCs, so I’ll definitely cover this in more
detail in the next chapter.

Okay—so let’s power a hardware FMC up now.
For this book, I’'ll be using the two 2500 hardware FMCs that I have available
in my rack that I use in my classes.

Starting the Firepower Management Center

The hardware FMCs are considered devices, but an FMC isn’t actually a
device—it’s an appliance. So, all we just need to do is turn it on and set the
IP. We’ll log in through the GUI and configure the 2500 FMC in the next
chapter.

The procedure to configure the management IP is the same for all hardware
FMC types and involves logging in from the console and setting the
management [P address from the command line. There are three options
available to access the console:

(1) Connect a USB keyboard and VGA monitor.
(2) Connect to the serial console port.
(3) Connect via SSH to the default IP address of 192.168.45.45.

For virtual FMCs, it’s much easier. You access the console through your
vCenter or other virtual application as I demonstrated earlier.



Even though the first option for the hardware FMC is pretty simple, you still
need to find a keyboard and monitor and plug it into the appropriate ports on
the rear of the appliance.

The challenge here is actually more of a physical thing. These are UCS
chassis, which are heavy, long, and just really unwieldy, so it’s a good idea to
have someone help you. Plus, you need to stay in your data center to start the
configurations on these hardware devices. You might be fine on your own if
you have a lot of room to maneuver in the location you’re installing them.

If you’re going with the second option, connect a computer to the serial
console port on the appliance using a rollover serial cable. This is definitely
the simplest method if you have a laptop handy!

If you don’t have a laptop, or a keyboard and monitor for some reason, you
can also connect from a computer via SSH. The FMC ships with the default
IP address of 192.168.45.45, which is assigned to its management port. You
can just use a normal Ethernet cable to connect directly between your
computer and the FMC.

Using whichever method works for you, once you connect to the console,
you’ll be greeted with a login prompt. Log in with the default credentials:
Username: admin

Password: Admin123

Run the configure network script with the following command:

>expert

>sudo /usr/local/sf/bin/configure-network

We trust you have received the usual lectire from the local System Administrator. It usualy boils down
to these three things:

#1)Respect the privacy of others.
#2)Think before you type.
#3)With great power comes great responsibility.

Password:

Do you with to configure IPv4 (y orn) y
Management IP address? 172.16.10.20
Management netmask? 255.255.255.0
Managmeent Default gateway? 172.16.10.1
Are these settings correct? (y orn) y

Do you wish to configure IPv6 (y or n) n



Updated network configuration.

Please go https:/172.16.10.20/ to finish installation. And that’s it! Now we are ready to
move on to the next chapter, where we’ll log in to the FMCs, and then start
configuring them.

Summary

This chapter opened with a talk about how to install a Firepower network and
how the FMC works with your devices.

You then learned about the various FMCs and how to install both the virtual
and hardware versions.

I showed how to configure the FMC at startup so that a graphical user
interface (GUI) can then be accessed and used to manage your network.

We ended the chapter by covering how to start up the FMC.

Chapter 2: Cisco Firepower Management Center
(FMC) Configuration

The following CCIE/CCNP Security SNCF exam objectives are covered in
this chapter:

2.0 Configuration

2.1 Configure system settings in Cisco Firepower Management Center

In this chapter, I’ll continue where we left off in Chapter 1, the installation of
the FMC. I’'ll be working with the Firepower Management Center, or FMC,
and I'll start by covering the system configuration of the FMC, which can be
used to harden it, for example. Since we will be using the FMC to perform
virtually all the management tasks, it makes sense to spend time up front on
its configuration before bringing the 7000/8000 appliances and Firepower
Threat Defense (FTD) devices into the FMC.

Also, for this chapter, I’ll use both a hardware FMC and a virtual FMC so
you can see the small but important differences.

To find exam study material like videos, downloadable supplemental
material, and practice questions, please see www.lammle.com/firepower



Initial FMC Login

It really doesn’t matter if you have a virtual FMC or a hardware FMC when it
comes to basic configuration. These next first steps laid out in the beginning
of this chapter are the same, so let’s start right where we left off from the last
chapter.

After you configure the management IP address as discussed in Chapter 1,
your next step will be to connect to the Web UI and complete the initial
setup. To do this, you will connect to . //<yourrmc-1p>» Where you will be

presented with the initial login screen.

]
CISCO

Firepower
Management
Center

Usernams

admin

Passwor

The default username/password for a hardware FMC is admin for the
username and Admin123 for the password. For a virtual FMC, you can no
longer install the FMC without setting a password, although it doesn’t have to
be a hard one, you’ll just be asked to change it when you first login.



Once logged in, you will see the initial settings page where you can configure
your password and license. This is the only time you will see these pages.
Upon subsequent logins, you will be taken to the main FMC landing page
(the Dashboard by default).

This next figure shows the initial password page.

Notice it says Step 1
of 3 on the top right.
However, as of this
writing, there are only
two steps...go figure.

In the figure, you can
see the criteria that

is now needed on the
Cisco FMC to set your
admin password.

After you set your
password, click Next.

* Be advised, this
password is no longer



Change Password Step 1 of 3
For security and privacy reasons, you must change the default password
before configuring this appliance.

New Password

I Generate password

Confirm Password
| |

[ | Show password

Password must meet the following criteria:
8 characters

One lower case letter
One upper case letter
»  One digit
One special character such as @#*-_+!
» No more than 2 sequentially repeated characters

Passwords match

recoverable, so do not
lose it!
The next figure shows the license page you’ll then receive.




Configure Smart Licensing o X

You can configure licensing now or later. To configure licensing now:

® Register device with Cisco Smart Software Manager
1. Create or log into your Cisco Smart Software Manager account.
2. In your assigned virtual account, click the "General tab", click on "New Token".
3. Copy the token and paste it here:

Paste here

[/] Enable Cisco Success Network

Cisco Success Network enablement provides usage information and statistics to Cisco which are essential for Cisco
to provide technical support. This information also allows Cisco to improve the product and to make you aware of
unused available features so that you can maximize the value of the product in your network. Check out the
sample data that will be sent to Cisco.

Management Center establishes a secure connection to the Cisco Cloud so that it can participate in additional

Start 90-day evaluation period without registration.

skip |

The FMC uses Smart Licensing for all devices except for the legacy ASA
with Firepower platform. If you have Smart Licensing setup, you can paste in
your registration token here.

Cisco does provide a 90 evaluation that you can use if you aren’t setup for
Smart Licensing or this is a lab, it supports everything, but you can only use
DES encryption for your VPNs due to export laws.

Hold on there, partner! If you are using a code previous to 6.5, then when
bringing up a FMC, you will get the screen shown here first before you can
move on.



Change Password

Use these fields to change the password for the admin account. Cisco recommends that you use a password that has at least eight alpham
of mixed case and includes at least one numeric character. Avoid using words that appear in a dictionary.

New Password

Confirm

Network Settings

Use these fields to specify network-related information for the management interface on the appliance.

Protocol ® [Pv4 IPv6 Both
IPv4 Management IP 10.11.10.15

Netmask 255.255.255.0

IPv4 Default Network Gateway 10.11.10.1

Hostname firepower

Domain

Primary DNS Server
Secondary DNS Server

Tertiary DNS Server

Time Settings

Use these fields to specify how you want to set the time for the Defense Center.

® Via NTP from 0.sourcefire.pool.ntp.org, 1.sourcefire

Set My Clock

Manually 2019 v / September ¥ |/ 2 ¥, 1B Y
Current Time 2019-09-02 16:49
Set Display Time Zone America/New York

To get to this page, you either had to use the default of 192.168.45.45 or
change the IPs during initial setup to get into this GUI, and if you didn’t
assign any other options in the initial setup configuration, you’ll need to
configure a password, and two DNS servers as well, if you didn’t change the
preconfigured NTP server to an IP address, or you’ll receive the error shown
here.



U Error X

Password: You must enter a password.

Time Settings: You need to specify a Primary or
Secondary DNS Server if specifying NTP from
hostname.

Finally, after you finish your minimum configuration, scroll to the bottom
and accept the EULA and click Apply.

Navigation Overview

The Firepower menu system is fairly intuitive—especially once you’ve been
using it for several years! There is a top menu bar with sub-menu items.
There are also various tabbed windows for access to different types of
settings. One thing you will get used to quickly is hovering. Most of the time,
you will want to navigate down to a submenu item by hovering over the
menus as they appear rather than start out by clicking on the top-level items.

Top-level menu items are divided into two groups on the right and left.

TR s s Dws Cos M Db+ Doty 0 Sy - o




The items on the right—Deploy, System, Help, and <user-name>— are
focused on “operational” tasks. Here you’ll find items such as health,
licensing, user management, system integration, backups, task monitoring,
and so on.

However, starting in code 6.5, there is a new Light theme available; the right-
side operational menu is shown here (the only difference is the look).

Deploy @ 3t @ adminyv

They are the same, except the System menu has been changed to a gear icon.
Now, the items on the left—QOverview, Analysis, Policies, Devices, Objects,
AMP, and Intelligence—are where you will go to configure the actual
detection and prevention settings as well as analyze events.

Generally speaking, you will spend more of your time on the left side of the
menu bar after the first few days of system setup.

The menus on the left and right are shown in the next figure with the Light
theme. Again, no differences really.

Do s P Do o AP el ey ) 4 0 e

To change from one theme to the other, go to user>User Preferences, as
here.



B System JEEDRA admin @

Licenses ¥ Hez Q User Preferences

o Log Out

From User Preferences, you can leave it at the default of Classic or choose
the new Light theme.



m Home Page  Event View Settings  Dashboard Settings

Ul Theme

Classic v

Classic

Light

Firepower System Configuration

Let’s start configuring the FMC by looking at the FMC configuration
settings. You can find these by navigating to System>Configuration. This is
where you will find all of the items that apply to the FMC itself.

When you arrive at this screen, you will find a list of the configuration items
running down the left side of the screen. Selecting an item will display the
screen to modify these settings.

There is one very important note to remember: the settings here go into effect



right away. Instead of several changes being made and then applied, every
setting you change is applied to the FMC as soon as you click the Save
button. Something to keep in mind is that navigating between links on the left
does not automatically save your work.

For some of the settings, you will receive a warning pop-up if you click away
without saving, but for some you will find that the information you modified
will be silently discarded.

Key tip—use the Save button! Anytime you change a parameter, you must
click Save before navigating away from the page.

Information
When you first navigate to the System Configuration page, you will find

FMC information as the default page that opens up. This includes the name
(firepower is default), model, serial number, etc.



Access List

Access Control Preferences
Audit Log

Audit Log Certificate
Change Reconciliation
DNS Cache

Dashboard

Database

Email Notification
External Database Access
HTTPS Certificate

Information

Intrusion Policy Preferences

Language
Login Banner

Management Interfaces

Network Analysis Policy Preferences

Process

REST API Preferences
Remote Storage Device
SNMP

Shell Timeout

Time

Time Synchronization
UCAPL/CC Compliance

User Configuration

Configuration

Name

Product Model

Serial Number

Software Version
Operating System
Operating System Version
IPv4 Address

IPv6 Address
Current Policies

Model Number

Users Domains Integration Updates
firepower

Cisco Firepower Management Center for VMWare
None

6.5.0

Cisco Fire Linux OS

6.5.0

10.11.10.175

Disabled

Health Policy
Initial Health Policy 2019-08-27 20:07:08

66

| Save || Refresh |

All you can really change here is the FMC name.

You can use whatever name you want, and your name can even have spaces,
if desired. If you need quick access to other information, like version or serial
number (shown with hardware FMCs only), this is a good page to remember.

In the output of my hardware FMC shown above, notice that the only
difference is that the serial number shows and in the virtual FMC there isn’t
one. You can also get this information from Help.

Access List



This setting configures the local host (iptables) firewall on the FMC. By
default, any source IP address is allowed to connect on port 443 or 22 for
management.

| (L) Add Rules
Host Port
any 443 w
any 22 |

To restrict access, simply click the Add Rules button and enter the IP/CIDR
address to you want to allow. Then check one, two, or all of the three ports—
SSH, HTTPS, or SNMP. You will do this as many times as needed to add
each source IP or CIDR block.

In the figure below, I am adding the 10.0.0.0/24 network and allowing SSH
and HTTPS access.
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When you are finished, you will have your allowed IP ranges as well as the
“any” rules, as shown in the next figure.
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Now, we haven’t actually restricted access yet since the “any” rules are still
there. The last step is to delete these rules, which will then restrict access to
just the remaining entries (note that you can shoot yourself in the
proverbial foot here). If you remove the “any” rules and have not added the
IP address you are currently logged in from, you will immediately lose access
to the FMC! Once you click the Save button over on the right side of the
screen. these iptables entries will go into effect immediately. You have been
warned! If you’re sure your entries are correct, then click Save and move on
to the next setting.

Also, be advised that you must put in your NMS station IP address set as
SNMP here if you want to send traps from the FMC to the NMS station!
However, you must set the SNMP configuration further down before you can
configure the NMS station IP address here. Most people miss this setting.

Access Control Preferences

These are simple settings that control rule comments. There are three settings:
Disabled, Optional, and Required.



AL .

D hccess Contol Preferences

ikl

i Log o

» Disabled (default): When you edit an access control rule, nothing happens
upon saving the rule.

* Optional: When you save an access control rule, the comment dialog
appears, and you can either add a comment or use the Cancel button to
decline.

* Required: When you save an access control rule, the comment dialog
appears, and you must enter a comment.

Comments inserted this way are saved with the rule in the Access Control
policy.

There is also a check box for writing changes to the audit log, which is
checked by default. This increases the level of detail when an Access Control
policy is updated. If you don’t need this level of detail, you can uncheck this.

Audit Log Certificate and Audit Log

These two groups of settings are related, so we’ll talk about them together.
The Audit Log settings allow you to stream the FMC audit log to an external
system.



The audit log is updated as users log in and use the FMC Web UI to
administer the system. User activity of various types is recorded in the audit
log, including each page visited, policy changes, and user account activity.

All of these entries are saved in the FMC database automatically. This setting
allows you to send these to an external system as well.
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You can send your audit entries via syslog (UDP/514) or HTTP.

If using syslog, you can also add an optional tag, which will accompany each
event. You can also log via plain HTTP or HTTP with SSL. The Audit Log
Certificate settings are where you would generate a Certificate Signing
Request (CSR) to be signed by your certificate authority.

- Generate New CSR || (L) Import Audit Client Certificate

No Audit Client Certificate Loaded

Audit Server Certificate Settings

Enable TLS

Enable Mutual Authentication

Save

Once signed, you would return to this page and import the signed client
certificate. You can also optionally specify a certificate revocation list (CRL)
URL.

Change Reconciliation

This group of settings allows you to send a daily Change Reconciliation
report with any configuration changes to the FMC in the previous 24 hours.
Note that to use this, you must first configure a mail relay, which we will see
in a moment. Once you do so, you can enter the email address you want the
report sent to. Once you have sent at least one report, you will also see a
Resend Last Report button on this page that allows you to do pretty much
what it says—resend the last report.



Enable
Time to Run 0 B 00 B

Email to Not available. You must set up your mail relay host.

Include Policy Configuration

Show Full Change History

l Save |

I absolutely setup all my customers to run this report every night and have it
emailed for storage and so should you. Why? Because of the information it
provides.

It’s extremely important information to know and understand if you are
restoring from a backup. The software version, Snort version, and VDB must
all be the same on the FMC you want to restore to and the FMC the backup
was taken with. In addition, if you are installing a code less than 6.5, the
FMC must be the same model as well.

Here is the change reconciliation front page.
Daily Change Reconciliation Report
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Since most people won’t always look and understand their Snort update

version and VDB version, this report will store that information for you, and

then you can match this info to a backup.

Console Configuration

This setting is only on hardware FMCs and allows you to use a Linux system
console for remote access on the FMC supported systems by either the VGA

port (which is the default) or the serial port on the physical appliance.

Notice the Console Configuration menu item shown in my 2500 FMC output

here.

Access L

s Cort P (orso (ot

Audt Lo (1o 0 VoA PysicalSealPort it Ot Nangement

Hud Lo Corfet
ChngeReconcliaon st

» Console Coniguration

However, there is still one more setting here.



Console Configuration

Console () VGA() Physical Serial Port (#) Lights Out Management

Lights-Out Management Settings

Configuration DHCP &

IP Address 192.168.227.177
Netmask 255,255.255.0
Default Gateway 192.168.227.1

Lights-Out Management Users

adrin Access wil b granted on next login ¢ Ei

]




On supported physical-hardware-based Firepower systems, you can use
Lights-Out Management (LOM) on the default Ethernet 0 management
interface on a Serial Over LAN (SOL) connection to remotely monitor or
manage the system without logging into the management interface of the
system.

This is a very limited console, but it does provide a CLI as an outof-band
connection. You must both enable LOM for the FMC system using the IP and
provide the user that you want to manage the system. Admin is the default
user.

After you enable the system and the user here, you then still need to use a
third-party Intelligent Platform Management Interface (IPMI) utility to access
and manage your system.

DNS Cache

The DNS Cache settings control the length of time hostnames will be cached
within the UI for the various event types.

‘

DN Resoluion Cachin e

DNS Cacne Timeout (nmimtes) - 01



This prevents the FMC from constantly performing DNS lookups every time
you load an event view page. Shorten this default if you have a more dynamic
environment; otherwise, the default of 300 minutes (5 hours) is generally just
fine.

Dashboard

This contains one setting, which honestly is a throwback to a time when some
low-powered appliances could not handle displaying all the Dashboard
widget types. This defaults to being enabled—you should leave it that way.

Database

The Database page is where you will configure the maximum size of the
various databases within the FMC. Each of the databases listed is a “circular”
database, meaning it keeps the most recent n number of events. New events
will be added until the threshold is reached, after which older events will be
purged to make room, keeping the database at the maximum record count.

Most databases default to keeping the most recent 1 million events. A quick
look down the page shows there are exceptions, such as connection
summaries and audit events.

The two databases you are most likely to ever change are those holding
intrusion events and those holding connections. This is because a lot of folks
want to keep a long history of intrusion events. That is usually possible
because, once tuned, your system should not generate a large number of
intrusion events.

However, when it comes to connection events (logging of the rules), even
though a long history may not be needed, the default number may only
represent a few hours or even a few minutes on a busy network. Because of
this, the default number is often increased.

Here I show the default database screen. To find your maximum connection
events, add a large number and the system will provide you with what is
supported. The 50,000 is for the virtual FMC. All other FMCs handle more.



Overview Analysis Policies Devices Objects AMP Intelligence

Access List
Process
Audit Log Certifcate
Audit Log
Login Banner
Change Reconcilation
ONS Cache
Dashboard
¥ Database
External Database Access
Emal Notfication
Access Control Preferences
HTTPS Certificate
Information
Intrusion Policy Preferences

Console Confiquration

Configuration ~ Users  Domains

U Error

System I

Integration ~ Updates  Licenses v  Healthr  Monit

Connection Events Database must be between 0 and

50,000,000, inclusive,

Intrusion Event Database
Supported Platforms

Maximum [ntrusion Events

Discovery Event Database
Supported Platforms

Maximum Discovery Events (0 = do not store)
Connection Database

Supportad Platforms
Maximum Connection Events (0 = do not store)

Maximum Security Intelligence Events

Connection Summary Database

Firepower Management Center

1000000

Firepower Management Center

1000000

Firepower ManageggLenter
10000000

1000000



For example, next I show the output on my 2500 FMC, providing the
maximum number of connection events.

Y Error '

Connection Events Database must be between 0 and
300,000,000, Inclusive,

However, understand that this maximum number is connection events and
security intelligence events combined.

We can spend a lot of time discussing the factors influencing these settings,
but suffice it to say, a larger number means more history. That is, you can
look back further in time for events. In the end, the amount of history is
related to the event rate and the database capacity. You will have to
experiment with these settings and balance the need for historical event
storage with the performance of your FMC. The more events you store, the
further back in history you can look but the slower your FMC will perform
these searches. There is no “right” answer here; the history available for the
various event types will be determined by factors such as these:

* Access control policy connection logging settings
* Volume of network traffic

* IPS policy

* IPS rule tuning

* FMC model

 External logging capability (maybe you can store the events externally
rather than on the FMC)



For now, let’s look at how the FMC model impacts these settings. Each FMC
provides a specified amount of event storage and processing power. A large
appliance such as the MC4600 can store and process many times more events
than an MC1600.

Understand that just because an MC4500/4600 can store 1 billion (yes, that’s
a b) connection events doesn’t mean you should automatically pick that!
Although you can store that many events, even a beefy MC4600 will never
return a query of that many rows. It will timeout before the query finishes.
Cisco recommends—as do [—that you use care in increasing the defaults for
any of your databases. Don’t be greedy; just as with the buffet, take only
what you can eat (use). Your FMC will thank you and your admins will not
be frustrated with slow query performance.

If you are performing an initial configuration of your FMC, you should
probably leave these numbers as is for now. Once you start collecting events,
you will have a better idea if you need to come back here and change
anything.

Email Notification

This is another group of fairly simple settings. If you want your FMC to send
email notifications (and everyone does), then you have to configure an SMTP
mail relay. Once you configure the settings here, you can use the Test Mail
Server Settings button to send yourself a test email.

If you are just setting up a test FMC and don’t have an enterprise email
server, you can use gmail; however, it’s possible that you may get an email
from Google if you don’t have a business gmail account.

The settings for testing would be smtp.gmail.com, port: 587 or 465, TLS, and
use your username and password for authentication. In the settings, the from
address is not important, but your authentication address is. A sample
configuration is shown here:
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External Database Access

This group of settings controls access to the FMC database for a custom
reporting tool. Most people will not need this, as the built-in report generator
is quite capable. However, if you want to use an external tool such as Crystal
Reports or iReport Designer, then read on.

To enable external access, you will enter the hostname or IP address of your
report server (the host that will be connecting to the FMC to query the
database). You also must add the IP address to the access list. You will also
need to download the client JDBC driver, which is provided as the file
dlient.zip- 1 1is archive contains a Java query app and client certificate

installation tool. You will install these on your reporting host to provide the
ability to query the database.

External Database Access

Allow External Database Access
Server Hostname

Client JDBC Driver Download

| Save || Refresh |

Rather than me spending multiple pages covering this, your best source of
information is the Firepower System Database Access Guide, which is
available on the Cisco.com site. The FMC External DB configuration page is
shown above.

HTTPS Certificate

This is where you can replace the self-signed HTTPS certificate with one
signed by your own certificate authority.



It includes a button to generate a Certificate Signing Request (CSR) and
another one to import the signed certificate.

Note that the Enable Client Certificates check box is used to require clients
(like you) to use a known certificate, which is stored on the server. People
have lost access to their FMC by unknowingly checking this box.

Don’t do this unless you have uploaded your client certificate(s) to the FMC
and know what you are doing!
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Intrusion Policy Preferences
This group of settings controls comment and logging behavior for Intrusion

policies. The Comments on Policy Change setting has three options:
Disabled, Optional, and Required.

When you edit an Intrusion policy, this setting controls what happens when
you commit the changes.

gD
Comments n poly change

oquie

irte changes i ntusion Ply to audt o

* Disabled: Nothing happens; your policy is committed.

* Optional (default): A comment dialog appears where you can enter
comments or click the Cancel button.

* Required: A comment dialog appears, and you must enter some text before
committing the policy.

Admins sometimes think this is a good idea at first to require comments.
Later, they tire of constantly being required to insert comments upon
changing the Intrusion policy and revert to Optional or Disabled. Any
comment entered here is inserted into the audit log.



There is also a check box for writing changes to the audit log, which is
checked by default. This increases the level of detail and can mean hundreds
of audit log entries when an Intrusion policy is updated. If you don’t need this
level of detail, you can uncheck this.

Language

English, Japanese, and three others—not much more to say about that, other
than if you can’t read what language it is you probably shouldn’t use it.

Select a Language English US v
English US

Japanese
230 CRED

Jeil (%)

301(0]=)

However, since work can be tedious at times, and to have fun at work, just
before you leave on vacation, change the language configuration to one of
these other languages. What a laugh riot that will be!

Login Banner

The login banner is a simple concept. This is text that will display on the
Web UI and the console prior to users logging in. Generally, this is some
verbiage provided by your legal department and is standardized across the
organization.

Enter your text and then click Save. After you log out and back in, a pop-up
window will appear with the banner message asking if you accept this
message.



Login Banner

This is Todd Lammle's vFMC.
Only people with big PO's can come into my FMC

Yes, I am aware that I wrote a ridiculous banner message, but when you’re
writing a Cisco security book, you have to amuse yourself sometimes. I do
this probably more than other authors for sure.

If you now log in to the shell of the FMC, the banner will also show at the
top.

However, be advised that before the 6.5 code was released, the banner
message would only show in the window where the pretty picture was
displayed, and it covered up the picture:

This isn’t a problem; I just wanted you to see the differences.
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Management Interfaces

This is where you will set the network connection details for the management
interface(s), and this also is the longest section in the chapter since it is the




most important and has the most possible configurations, depending on what
type of FMC you have.

] o
CISCO |

This is a 6.4 Banner, just as we'd see in any 6.x FMC Banner
The 6.5 Banner is different!

Login

—

Username |

Password

By default, the Firepower Management Center manages all devices on a
single management interface named ethO, and it uses this ethO interface for
initial setup, HTTP access for administrators and management of devices as
well as the smart licensing server and to download updates. EthO is also the
interface used to log into the FMC as an administrator.

Devices managed by the FMC (7000/8000 appliance or FTD) also have a
single management interface for performing the initial setup as well as
communicating with the FMC.

Let’s start with the items you are most likely to look at first in a virtual FMC.
Since you are connected with the Web UI, I know you already have at least
some of the network information configured.

Your screen may look similar to the screen shot shown next. Notice the ethO
interface on the virtual FMC output here; I’ll come back to that in a minute.



v Interfaces

Management Traffic e
© etho Event Traffic 00:50:56:A7:A1:1A 10.11.10.175 &

v Routes
IPv4 Routes 4 0
* 10.11.10.1 &
IPv6 Routes 4 0

vShared Settings

Tertiary DNS Server |

Hostname |firepower [
Domains | [
Primary DNS Server 10.11.11.250 |
Secondary DNS Server 1.1.1.1 |
|
|

Remote Management Port |8305

Now you can set the hostname, search domain and DNS servers. You may
want to enter a tertiary DNS server as well. This is really all you need for a
fully functional FMC in many environments.

However, as long as traffic can reach the FMC and the FMC can
communicate with the managed devices and Cisco’s Internet-based update
servers, you can use the FMC in your network.

ICMPv6



After the Shared Settings section, you’ll find the ICMPv6 section. This is a
newer group of settings found in the latest code for allowing ICMPv6 with
the management of the FMC instead of just IPv4, and they’re enabled by
default.

1]CMPvb

Allow Sending Echo Reply
Packets

Allow Sending Destination
Unreachable Packets

<

Proxy

Some environments will require configuration of the Proxy settings to allow
the FMC to download the various security feeds and updates. Firepower
supports unauthenticated or authenticated proxies

To Split or Not to Split

I started to discuss this in chapter 1: If your FMC has more than one
management interface (found on hardware FMC’s), you also have the option
to use multiple ports and decide what type of traffic to use each one for.
Clicking on the pencil icon by one of the interfaces will bring up this dialog:
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In the figure, the output from my hardware FMC shows that I have four
interfaces available for management.

Understand that regardless of what FMC you have, the ethO interface is the
default and must be used for all FMCs; however, eth1

— 3 can be used on hardware FMC. For example, if you have a large number
of devices to manage on your FMC, adding more management interfaces can
improve throughput and performance.

Nicely, you can also configure these additional interfaces on the same
management network or on different management networks.

Depending on your FMC model, you may have more than one interface
available. All FMCs will default to a single 1 GB copper management port.
The FMCs 4500/4600 and 2500/2600 also have optional 10 GB fiber ports

The ethO interface shown above is called management0, and this is the
internal name of the Management 1/1 interface.

Note that only the FMC ethO interface supports DHCP IP addressing. Other
management interfaces only support static IP addresses.

You can click on the pencil of an interface and edit the interface. You can set
some of the properties of the physical interface here, but you also have check
boxes for the channels the interface will use, as shown in below.

By default, both management traffic and event traffic use the same interfaces.
However, you can split these if you have more than one interface in your
FMC. This allows event and management traffic to each have its own
dedicated 1 Gb or 10 Gb port.

If you are just interested in redundancy in your management interfaces, you
can leave both Channels settings checked on your additional interface(s).
This will use both interfaces for both traffic types and also provide
redundancy in case one of the network paths goes down.

On a practical note, even on a busy MC4600, a single 1 Gb management
interface will not normally represent a bottleneck even at the appliance’s



maximum event rate (20,000 events/sec). Writing to the disk is still the choke
point that limits the rate at which the device can process event data.

Network Analysis Policy Preferences

These settings apply to the Network Analysis policy and are identical to the
setting for comments in the Intrusion policy, and after your network is up and
running you want to enable this so no one can make changes without it
recording name/date/time. The next figure shows the NAP Preferences
screen. Writing to the audit log is enabled by default.

Comments on policy change | Optional ¥ ]
; \ : ; ; Disabled
Write changes in Network Analysis Policy to audit log
Required
Process

The Process section is not actually a configuration page. It is a way to shut
down or restart the FMC or the web services. These would only be used for
maintenance or if directed by Cisco TAC. Clicking the green arrow will run
the command selected. Note that if you select Shutdown, you will need some
way to start the FMC back up! You will have to either use the lights-out
functionality or have someone actually press the power button to start the
appliance again.

Name
shutdown Management Center = Run Command
Reboot Management Center = Run Command

Restart Management Center Console = Run Command



When working with a customer or at your job late at night with TAC on the
phone with a ticket for an FMC issue, and they tell you just to restart the
FMC, which just restarts the processes, don’t do it. Many hours later they
finally say, “Hey maybe we should just try and reboot it.”

Yes, I do understand that some people don’t want to reboot because they
want to spend all night finding the “root cause” of the issue you’re
troubleshooting, but most of the time when you’ve restarted the processes
and all seemed fine, it still has a problem in the morning and you’ll have to
reboot at that point anyway, which is after you stayed up all night of course!

REST API Preferences

This is a feature introduced in version 6.1 allowing a lightweight interface for
third-party applications to view and manage configurations using a REST
(representational state transfer) client.

Enable REST APL

By default, the FMC accepts REST clients; to disable this feature, uncheck
the Enable REST API check box.

Remote Storage Device

Remote storage can be configured to store backups and reports. This is a
fairly common configuration and allows backups to be written off-box as



soon as they occur. This saves the step of copying the backup files off of the
FMC and ensures that you are not storing the backups on the appliance you
are backing up.

It allows automatically generated reports to be stored on a remote file share
where they can be made accessible to a wider audience without worrying
about granting access to the FMC.

There are three types of remote storage supported as shown here:
* NFS — Network File System

* SSH — Secure Shell (SCP)

* SMB — Server Message Block (Windows) file systems

Storage Type Local (No Remote Storage) ¥

Local (No Remote Storage)
NFS
SMB

SSH

Note that this is notfor event storage; it is only for backups and reports.

There is (currently) no way to store the FMC event databases anywhere but
on the FMC (yes, you can move the logging to another location).

Depending on which one you select, you will see the appropriate dialog to
collect the connection information. Understand that if you use the SMB
option, it only uses SMBv1 by default.

Use the following settings under the Advanced field and enter the command-
line option as shown in the figure to run SMBv2.



‘Advanced

Use Advanced Options ¥

Command Line Options ~ sec=ntimv2

After that, the process is fairly simple: you complete the Connection
information and use the Test button to test it. When you do, the FMC creates
a directory structure on the share where the reports/backups can be stored.

Check the appropriate System Usage check boxes and note the Disk Space
Threshold setting. It’s important to note that the FMC will not store data to
the share if the utilization exceeds the percentage shown. This prevents the
FMC from filling up your storage.

When this feature is enabled, reports and backups will now automatically be
saved to the remote storage location.

Note: It’s possible that this SMBv2 feature has been fixed by the time you are
reading this, and the command string shown may not be needed any longer.

SNMP

An SNMP manager can be used to query the FMC for appliance health status.
The FMC uses a fairly standard Linux management information base (MIB)
to define what types of information can be queried. Remember, this is simply



operating system/hardware data; we’re not talking about event data here. This
next figure shows the SNMP configuration.

SNMP Version (Disabled) ¥
(Disabled)

Community String Version 1
Version 2
Version 3

To enable,first select the SNMP version and then enter the appropriate
community string or user information.

But wait, there is more! Don’t forget to get back up to the Access List section
and add the IP address of your NMS station or the FMC won’t send and
receive traps and alerts.

P Address 101111250

|
b

Por J SSH L HTTPS ! SNWP

Add | Cancel

Click Add and then Save.



Shell Timeout

These settings have to do with the browser session and FMC SSH shell
timeouts, where the GUI is set to 60 minutes and can be changed all the way
up to 1440 minutes (24 hours) The shell is set to never time out by default.

The default settings are shown in the next figure. If you need to modify these
based on your organization’s policies, you can do so here.



Browser Settngs

Browser Session Timeout (Minutes) |60

onel Settings

Shel Tmeaut (Minutes) U

Time

The Time settings are not so much configuration items. They control the
display of the current time and a history of the last few NTP server
connections.
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Clicking on the Time Synchronization link takes you to our next item, where
you can actually configure the time settings.

Time Synchronization

Time is very important in Firepower. It’s important that the FMC and
managed devices are in sync with each other. Time synchronization is also
important for Smart Licensing to function correctly, and to also stop your



Health policy from screaming about a critical alert every 5 minutes.

Because of this, you should always use an accurate NTP time source.



Serve Time via NTP Enabled ¥
Set My Clock

- Manually in Local Configuration
0 ViaNTP

| Use the authenticated NTP sever oly

0 sourcefire,pool.ntp.org /A YA

1 sourcefire.pool.ntp.0rg /A va



The options are fairly spartan. Delete the defaults and click Add to enter one
or more NTP servers the FMC will use as time sources.

 Wan NTP S
OV it e
ey Type: Note 1

——

| Key Number:
' ey Value:

i 0 Y =

Any “serving” of time by the FMC only occurs over the management
connection to the devices and is tunneled over port 8305/TCP. Before 6.5
code, you had a slightly different and classic-looking way of adding multiple
NTP servers, as shown here:



Serve Time via NTP Enableg 1

Manually In LocalConfiguration
98t My Clock ¥ \ia TP from

00011p.0rg, fp.ammle.com

The NTP servers would be configured as a comma-separated list.

UCAPL/CC Compliance

These settings apply configurations to the FMC to make it compliant with the
US Department of Defense Unified Capabilities Approved Products List
(UCACL) or the ISO/IEC Common Criteria (CC).

Changing these will first bring up a warning dialog that they are
nonreversible. If you continue, the changes will be made, and the FMC will
reboot.

Note that you should not make these changes unless you are sure you need to.
Oftentimes these introduce limitations in functionality or performance in the
system, which could ruin your whole day, week, month, or maybe even your



year!
User Configuration

These are new global configuration settings for your FMC admin users that
started in code 6.4. Very self-explanatory, as shown here:



Password Reuse Limit

Limit (0 = no limit)

Track Successful Logins

Days (0= no tracking, 365 = max value)

Max Number of Login Failures

Maximum number of failures before temporary lockout (0 = no lockout, 999 = max value)

Set Time in Minutes to Temporarily Lockout Users

Minutes (0 = no wat time, 1440 = max value, I day)

Max Concurrent Sessions Allowed

Maximum sessions for users with Read Only privileges (0= no limit, 1024 = max valug)

Maximum sessions for users with Read/Write privileges/CLI users (0 = no fimit, 1024 = max value)

||

[l

0
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The details for adding users are configured in gygems>users- NOt sure why this
configuration isn’t found in that same area.

There are still three other options that aren’t changed too often:
* VMware Tools

* Vulnerability Mapping
* Web Analytics

User Configuration

» VMware Tools
Vulnerability Mapping
Web Analytics

Let’s take a look at them:
VMware Tools

This is a simple check box to enable/disable VMware Tools. If you install the



virtual FMC on VMware, it will automatically enable this. If you use the
virtual FMC, you should probably leave it enabled.

Vulnerability Mapping

This is a setting that always takes a long time to describe, but in the end it’s
always the same—Ieave it alone. If you trust me, then move on. If you want
the gory details, keep reading.

This has to do with the way the FMC maps vulnerabilities to hosts. This is
basically a list of “applications” for which the FMC cannot accurately
determine the vendor or version based on the network traffic. I put
“applications™ in quotes because you’ll see that the list contains a lot of
things that look like websites. Since websites have a lot of the same
characteristics as applications, they are often treated like them within
Firepower.

Since vulnerabilities are almost always specific to a given version/ vendor of
an application, just because Firepower detects a given application doesn’t
mean it’s the vulnerable one. I always use DNS— the Domain Name System
—as my example. Firepower can detect the DNS protocol on a server and
deduce that the server is offering DNS services; however, DNS is a pretty
lightweight protocol, so there is nothing in the DNS traffic that indicates who
the vendor is. Is this a BIND server? Is it Microsoft? In addition, there’s no
way to tell which version of the vendor’s application we’re seeing: BINDv?7,
BINDVY, etc.

You can be sure that the vulnerabilities in Microsoft’s DNS services are
different than the ones in BIND. Again, between BIND versions these
vulnerabilities will be different. So if we’re going to map vulnerabilities to a
DNS server, we really need to know which vendor and version of DNS it’s
running. But, since we can’t learn that from the network traffic, we have two
options:

1. Map all the possible DNS vulnerabilities to any host offering DNS
services.
2. Don’t map any DNS vulnerabilities to DNS servers.

The default behavior for all applications in this list is #1 above. Mapping all
of those extra vulnerabilities will probably just cause more false-positive,



high-impact intrusion events to be generated. Rather than do that, Cisco has
opted not to map these vulnerabilities.

To be clear, this has nothing to do with the number if intrusion events
generated. If the particular DNS rules are enabled, you will still get intrusion
events for a BINDv7 attack on a Microsoft DNS server. However, instead of
that being a red (high) impact event, it will have a lower impact assigned.

If your brain hurts now, just take my word for it and leave these all disabled.
You’ll sleep better and you won’t be chasing down as many high-impact
false-positive events.

Web Analytics

This setting permits your FMC to send non—personally identifiable
information to Cisco. The types of data include things like web browsers
used, web pages viewed in the FMC along with the length of visit, product
versions, device names, and IP addresses. This information is used by Cisco
to help improve the products. If you want to opt out of sending this info, then
uncheck the box!

Summary

In this chapter, I began working with the Firepower Management Center, or
FMC, and I started by covering the system configuration of the FMC, which
can be used to harden the FMC, for example.

Since we will be using the FMC to perform virtually all the management
tasks, it makes sense to spend some time up front on its configuration before
bringing the 7000/8000 appliances and Firepower Threat Defense (FTD)
devices into the FMC.

Also, for this chapter, I used both a hardware FMC and a virtual FMC so you
could see the small but important differences.

Chapter 3: Firepower Management Center (FMC)
Actions



The following CCIE/CCNP Security SNCF exam objectives are covered in
this chapter:

2.0 Configuration

2.3 Configure these features using Cisco Firepower Management Center
2.3.d Actions

This chapter will continue to build upon the FMC configuration in Chapters 1
and 2, and our focus will be on how to configure the potential actions
responses that the FMC can be configured to use.

Even though the objective for this chapter is all about actions, as a huge
bonus along the way you’ll be introduced to lots of FMC features that will
also really help you to administrate your Firepower network!

Just for a heads-up, we’ll cover remediations later in chapter 24 on
correlation policy.

To find exam study material like videos, downloadable supplemental
material, and practice questions, head over to www.lammle.com/
firepower.

Firepower Management Center (FMC) Actions

Both the Responses and Remediations menu items are under the
Policies>Actions menu, as shown here:
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We could configure responses and remediations here, but as I said, we’re
going to focus on the very effective and popular alerts in this chapter.

Firepower Management Center Alert Responses

It’s vital to have external event notification in place via SNMP, syslog, or
email for critical-system monitoring. The FMC can use configurable alert
responses to interact with your external servers, so alerts happen to be one of
the first policies that I configure on my own FMCs.

Events detected by Firepower are called responses because you can use them
to send alerts in response to an email, SNMP, or syslog server. This sounds
great but you’ve got to approach the feature thoughtfully. It’s just way too
easy to overdo things regarding the amount of alerts you configure. Be sure
you don’t configure multiple alert responses to send different types of alerts
to different monitoring servers and/or people. I don’t know about you, but I
sure get enough emails per day already and definitely don’t need a few
hundred more!

If you have intrusion rules set to send SNMP and syslog alerts, they’ll be sent
by the actual devices (appliance or FTD) to the servers configured from
something called the Platform policy. This really can be the best way to
configure your alerts, and I’ll cover the platform policy in detail in Chapter
19.

Be advised that once we configure our alerts, I'll use them throughout the rest
of the chapters.

Alert Responses

Action>Alerts is used more often than any other Action item found in this
chapter. The new figure shows the three alerts that I’ll configure:

As shown in the figure below, the three alerts are as follows:
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Create Email Alert

Create SNMP Alert
Create Syslog Alert

* Email
* SNMP
* Syslog

Email Alerts

Before you can configure email alerts, you need to make sure that your DNS
is working on your FMC and you can reverse-resolve the FMC’s own IP
address. You just can’t configure the email alert if you haven’t set up an
SMTP relay in the System Configuration settings as I demonstrated in
Chapter 2.

Last, there are no license requirements for any of the alerts covered in this
chapter, so using a base license will work for these just fine.
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But you do need to have FMC admin access. The figure shows the
configuration I’ll use for the email alert on my FMC. Click Create Email



Alert.

Notice that the relay host is already configured, or you wouldn’t be able to
save your configuration. Add the group email address you want to send the
emails to, and then just make up the from address and you’re set.

You can now use this alert in your policies. I’ll use all the alerts as soon as
the next chapter in the section “Health Monitor Alerts.”
SNMP Alerts

Before you can configure the SNMP alert, you need to configure SNMP in
System Configuration and also configure your NMS station in the Access
List section as we did back in Chapter 2. Once you’ve done that, you can
come back here and configure the alert.

You can create SNMP alert responses using SNMPv1, SNMPv2, or
SNMPv3, but there some caveats. SNMPv2 only supports RO communities
and SNMPv3 only supports read-only users and only communities and
SNMPv3 only supports read-only users and only bit monitoring, you must
use SNMPv2 or SNMPv3 if you want to monitor 64-bit values with SNMP.

The next figure shows the configuration I'll use for the SNMP alert on my
FMC. Click Create SNMP Alert.
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Now hit Save to make this alert available to use in your policies and rules.

If your network management system requires the FMC’s management



information base (MIB) file, obtain it by connecting to your FMC
console. The file is at /etc/sf/ DCEALERT.MIB.
Syslog

Syslog can be a real beast to deal with because there are just so many options
that you can configure. It’s worth it though—I definitely find syslog more
useful than SNMP for this very reason.

When configuring a syslog alert response, you can specify the severity and
facility associated with the syslog messages to ensure they’re processed
properly by the syslog server. The facility indicates the subsystem that
creates the message and the severity defines the severity of the message.
Facilities and severities aren’t displayed in the actual message that appears in
the syslog but are instead used to tell the system that receives the syslog
message how to categorize the messages.

Although you can choose any type of facility when creating a syslog alert
response, you should choose one that makes sense based on your syslog
server configuration. Understand that not all syslog servers support all
facilities, so when in doubt, just add SYSLOG here as shown in the next
figure. For UNIX syslog servers, the syslog.conf file should indicate which
facilities are saved to which log files on the server.

This figure shows the configuration I'll use for the syslog alert on my FMC.
Click Create Syslog Alert and you can see that there are more configuration
options here than in the SNMP configuration. The facility is typically
SYSLOG, but there are many other options. Again, when in doubt, just
choose SYSLOG here.

In the next figure, you can see that there are eight severity levels, and
unfortunately, they’re in alphabetical, not severity level, order. Worse, as you
move through the Firepower system, you’ll see severities in alphabetical
order like this and yet sometimes listed in severity level.

This can be annoying.

If you choose debugging, which is “everything on,” it’s fine as long as you’re
sending the data to a syslog server and not to your console—choose wisely



here.
This table shows the severity levels and the description of each.

Level Description

ALERT A condition that should be corrected immediately CRIT A critical
condition

DEBUG Messages that contain debugging information EMERG A panic
condition broadcast to all users

ERR An error condition

INFO Informational messages

NOTICE Conditions that are not error conditions but require attention
WARNING Warning messages

Once you’ve chosen the port, facility, and severity, you can finally add a tag
that sends vendor information about the device, as shown here:
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Finally, your alerts should look something like what I’ve got here:
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FMC Detailed Alerts

Also found on the Policies>Action page are miscellaneous alerts you can
configure, as shown here:
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It’s key to understand that most administrators typically won’t use these
unless they’re a full-time NGFW administrator because you receive a ton of
data with these with alerts! But if your job is to work on Firepower and
nothing else, these tabs will be useful to you.

That said, you can use something like intrusion emails for a bit if, say, you’re
looking to make sure you solved an issue and want to be instantly alerted for
a specific problem. But just turning all these on will completely inundate you



with data!

Let me show you what I mean by going through the following tabs:
* Impact Flag Alerts

* Discovery Events Alerts

* Advanced Malware Protection (AMP) Alerts

* Intrusion Email

Impact Flag Alerts

« Supported devices: Any

* License needed: Threat, Protection
* Access: Admin

That you can configure the system to alert you whenever an intrusion event
with a specific impact flag occurs is a great advantage.

Impact flags help you evaluate the impact an intrusion has on your network
by correlating intrusion data, network discovery data, and vulnerability
information. Their values are from 0 to 5, with the lower number being
considered a more urgent issue.

The next figure shows the Impact Flag Alerts page. Notice I didn’t enable the
email!
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To help you evaluate the impact an event has on your network, the Firepower
Management Center displays an impact level in the table view of intrusion
events. For each event, the system adds an impact level icon whose color



indicates the correlation between intrusion data, network discovery data, and
vulnerability information.

Impact Vulnerability Color Description

0 Unknown Gray Neither the source nor the destination host is on a network
that’s monitored by network discovery.

1 Vulnerable Red Either the source or the destination host is in the network
map, and a vulnerability is mapped to the host or the source. Can also mean
the destination host is potentially compromised by a virus, Trojan, or other

piece of malicious software.

2 Potentially

Vulnerable
3 Currently Not Vulnerable
4 Unknown Target

Orange Either the source or the destination host is in the network map and
one of the following is true: for port-oriented traffic, the port is running a

server application protocol; for non-port-oriented traffic, the host uses the
protocol.

Yellow Either the source or the destination host is in the network map and
one of the following is true: for port-oriented traffic (example, TCP or UDP),
the port isn’t open; for non-port-oriented traffic (example, ICMP), the host
doesn’t use the protocol.

Blue Either the source or destination host is on a monitored network, but
there is no entry for the host in the network map.

Discovery Events Alerts
* Supported devices: Any
* License needed: Any

* Access: Admin

Now here’s another option that would provide a lot of data you may not need.
Even my most security-minded clients don’t use this, but if you had a data



center in a bank that no hosts should ever be added to without your
knowledge, this would be the alert for you.

You can configure the system to alert you whenever a specific type of
discovery event occurs. Here I show you the Discovery Event Alerts page.
Remember, I didn’t enable the emails.
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Scrolling further down this same page, in the next figure, notice we still have
even more detailed configurations available to us.
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Advanced Malware Protection (AMP) Alerts



You can configure the system to alert you whenever any malware event is
generated by AMP for Networks, including a retrospective event, but you
can’t alert on malware events generated by AMP for Endpoints.

« Supported devices: Any

* License needed: Malware

» Access: Admin

This next figure illustrates the Advanced Malware Protection Alerts page. We
have the options to receive just retrospective or all network malware events.
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Alerts

Select alert responses to use for advanced malware detection event alerts, You must click
Save after you make your selections.

Syslog: Lammle_Syslog_Alert v

Email; None v

SNMP: Lammle_SNMP_Alert v
Event Configuration

Select the event types for which you want to generate alerts.

Retrospective Events v t

All network-based malware events U U




Intrusion Email

You can click on Intrusion Email and configure email alerting on an IPS
event if needed. Since no one wants to get more emails, clicking on Coalesce
Alerts and Summary Output will let you receive a summary of events in one
email instead of an email every time there is an event.

So yes, definitely enable those!
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Other Connections You Can Log

You really need to pay attention to the FMC logging options and how much
an FMC can handle (covered in Chapter 1), then set logging on your rules as
needed with respect to the FMC’s capacity.

As we travel through the policies in this book, the following factors are vital
when logging configuration on a per-rule basis:

» Prefilter Policy: Rules and Default Action

 SSL Policy: Rules and Default Action

* Access Control Policy: Security Intelligence Decisions
* Access Control Policy: Rules and Default Action

Configuring Response Groups

The groups are used when you configure a correlation policy, which is
actually a pretty advanced policy. Still, configuring groups here can really
make things easier for you. Again, no worries—we’ll explore this further in
the chapter on correlation policy.

Supported Devices: Any

License needed: Any
Access: Admin/Discovery Admin
You can create a correlation response group of alerts and

remediations, then activate and assign the group to a correlation rule within
your correlation policy. The Firepower system launches all the grouped
responses when network traffic matches the correlation rule.

When done in an active correlation policy, changes to an active group or any
of its grouped responses take effect immediately.

Summary

This chapter covered the alert functions in the Firepower system. You learned
that it’s vital to configure the FMC system configuration before you can
configure the alerts discussed in this chapter. We configured the most



important alerts and created the email, SNMP and Syslog alerts.

Chapter 4: Licensing & Health Policy

The following CCNP Security SNCF exam objectives are covered in this
chapter:

2.0 Configuration

2.1 Configure system settings in Cisco Firepower Management Center

In this chapter, we will discuss licensing of the FMC as well as the health
policy. To install and maintain your licenses for your devices, you must
install a Smart License to use FTD devices (Classic for other devices), and
the FMC then must be able to talk to the Smart License server at all times.
Understand that licensing for your devices happens only at the FMC. For
FTD you must install the license on the FMC before you can bring the device
into the FMC to be managed. If you remove a device from an FMC, the
license stays on the FMC, not the device. So, if you want to move your
device to another FMC, you must install a license on that new FMC first.
But what if your FMC is not connected to the Internet? An airgapped FMC
for example? In this chapter I’ll provide two solutions to help you meet this
type of business requirement.

The health of the Firepower system should be monitored to ensure proper
operation of the devices involved. Health is monitored by using a series of
checks configured through the health policy. The health policy settings have
essentially not changed since the old Sourcefire days. It is the one
policy/setting that needs to be applied in an “old school” way.

In situations where you do not look at the FMC every day, Health Monitor
alerts can be created to automatically alert you to a change in your systems
health conditions.

Licensing

With FTD, Cisco introduced the Smart Licensing model. Smart Licensing
centrally manages a pool of licenses. Unlike the older method (Classic
Licensing) of using a product authorization key (PAK), Smart Licenses are
not tied to a specific serial number or license key. Each customer account



receives a token code, which is used to register your FMC with the Cisco
central licensing manager.

After this, any licenses you purchase are automatically available on your
FMC. Firepower Threat Defense devices use Smart Licensing, while classic
devices (Firepower 7000/8000, FirePOWER on ASA, NGIPSv, Meraki with
FirePOWER) use Classic Licensing.

One very nice thing about the FMC and Smart Licensing is that Cisco
provides a 90-day grace/evaluation period when you first install your FMC.
During this period, you can try out any of the features except non-exportable
options such as remote access.

This figure shows our FMC currently in this evaluation period.
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The number next to each folder shows how many licenses are in use.

The process of registering your FMC is pretty straightforward. It will require
a visit to the online Cisco Smart Software Manager. There you will log in and
generate a new token.

To find the manager URL, you can navigate to System>Licenses> Smart
Licenseson your FMC. There you will find a link to the Smart Software
Manager.

Then simply click the Register button and paste the token into the field.

Smart Licensing Product Registration

Product Instance Registration Token:

| MMFKZTVIOGYEY2U1ZS00N2c0LTg30TQrZWFINTUDZ DESOTILTE L MDEWMJ HCANG)
dvcUdWVONVMmxvclpwZUpQZGZ2WnZkMksvNEVT90AZXg2c20%3D%0A|

1f you do not have your ID token, you may copy it from your Smart Software manager
under the assigned virtual account. Cisco Smart Software Manager

[MREFAET COPNection i required | Apply Changes | cancer |

After this, any licenses you have will automatically be downloaded and
synchronized with your FMC. The FMC must have an active Internet
connection to maintain your Smart Licenses.

If this connection is interrupted or you have been connected for too long
(over 90 days), your licenses could be deactivated. That said, there are two
different ways to install and maintain licenses with no Internet connection:



» Smart Satellite server
* Specific License Reservation
* Let’s take a quick look at each of these

Under gygiemsIntegration there is a tab called Smart Satellite server, as shown

next. This allows you to have a server with an interface on the Internet and
then a connection to a private network that has no Internet configuration.

I could easily write a whole chapter on this subject, but I’ll post
documentation on the configuration steps on my website since this is way
above the objectives of this book. Understand that the advantage of this
method is that it will dynamically update your Smart License on your FMC,
but the disadvantage is the difficult and time-consuming installation.

Isn’t there a better way then? Yes, but this very easy way doesn’t
dynamically update like the Satellite server does, and this is found in a blog
post on my site as well. There is a new Specific License Reservation
available for approved customers. This allows using the Firepower
Management Center (FMC) on an air-gapped network.

Previously, the only way to use the smart license feature was to have either
Internet access or a satellite license server. Now a special license can be
installed that is valid without the requirement to access the Cisco site or the
Smart Software Satellite Server.

This is as simple as it comes:

1. Log in to the CLI of the FMC.

2. Enter the o, command to access the shell.

3. Execute the following command to access the Specific License
Reservation options:

4. Chose option 2 to enable SLR.
5. Chose option 0 to exit.

Now log out and back into your FMC and notice the change in the license’s
available options, shown here.
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Now you just need to get a license token from Cisco at this point, which is
put into your CCO in order to finish installing the license.

Health Policy

This part of the chapter will cover the following health-related items from the
System>Health menu, as shown in this figure.
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I’1l discuss all items in the menu in the following sections:
* Health Monitor

* Health policy

* Health events

* Blacklists

* Monitor alerts



Health Monitor

The first item under System>Health is the Health Monitor, which reveals
details about the health of your system. There are several different status
messages that can be displayed, with Normal being optimal.

Critical indicates just what you would think—that there are issues that
probably require immediate attention, and Warning indicates something
worth keeping an eye on as well.

A status of Recovered indicates that a health check previously reported a
problem condition (Critical or Warning) but it’s now okay. Disabled indicates
that there’s no health policy loaded, and Error tells you that there’s an issue
with the health system itself.

Notice in this figure that there’s a small triangle to the right of the number for
the Normal status. Clicking it will expose details of the appliances.

Configuration Users Domains Integration Updates Licenses v Health * Monitor

Status Count Appliance Status Summary
Error 0
W Critical 1 v
NoOrrTy
Warning 0
v Recovered 0
& Normal 1 >
Disabled 0

The Count column next to a particular status shows the number of appliances
in that specific state. However, the question I always get at this point is,
“Why are my health alerts always critical!?”

One of the first items to disable in your new health policy would be interface
status if you are using FTD or if you are using ASA with FirePOWER and
the ASA is in an HA pair.

Once you bring these types of devices into the FMC, you’ll get critical alerts



as shown next.
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Let’s take a look at why.

ASA with FirePOWER

If you have ASAs, you’ll have a primary and a secondary group for HA, as
shown here:

The secondary in the group does

not communicate on the inside

interface, so the device will start

issuing a critical alert: Interface



‘Dataplanelnterface(’ is not
receiving any packets”.

This is annoying because what it is
saying is, “I’m working correctly,
and I just wanted you to know that,

Chen ASA 5500

so here’s a Critical alert message
every 5 minutes!”.

Firepower Threat Defense (FTD)

The FTD device is providing a slightly different Critical error, but the
solution is the same. The interface is receiving packets, unlike the secondary
ASA, but it is not registering because you are using a subinterface. This is an



issue that Cisco needs to resolve. In the meantime, just apply the same health
policy to your FTD that was applied to the secondary ASA and you’ll stop
receiving these messages.

Health Policy

Data for the Health Monitor comes from the health policy, which is a
collection of checks that are executed every 5 minutes by default. You can
modify the health policies to meet the needs of each environment. Health
checks can also be disabled.

To fix the issues mentioned above, edit or create a new Health policy by
navigating to System>Health>Policy and click the Create Policy button.
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When creating a new policy, you get two options to copy an existing health
policy. Choose either one; it doesn’t matter.

There are many different checks in a list to the left of the policy. Each setting
can be enabled or disabled, and some allow you to specify thresholds for
warnings or critical alerts.

Most of the default settings work just fine, but if you make any changes, be
sure to use the Save Policy and Exit button on the bottom and then reapply
the policy.



There is one other monitor I turn off and this is the Smart License Monitor
shown in the figure, if I am using an Eval license. This will stop the critical
alerts for this happening every 5 minutes.

» Smart License Monitor

This license alert is Cisco just telling you, “Hey, you owe us money!” but
they do it every 5 minutes, which drives you batty. However, understand that
it’s important you don’t turn off the Smart License Monitor when you apply a
real token to your FMC, so you’ll be alerted if you have a license issue.

Notice in the next figure that since I am using FTD devices in this chapter,
I’11 disable the interface status and then go to the bottom and click on Save
Policy and Exit.

Policy Run Time Interval
Description  Monitors if the interfaces are receiving traffic
AMP For Endpoints Status

AMP for Firepower Status Enapled 2l Sy
Appliance Heartbeat
Automatic Application Bypass Status
Backlog Status
CPU Usage
Card Reset
Cluster/Failover Status
Disk Status
Disk Usage
FMC HA Status
Hardware Alarms
Health Monitor Process
Host Limit
Inline Link Mismatch Alarms
» Interface Status

Intrusion and File Event Rate



It is worth noting here that this is the one policy that is not deployed with the
Deploy button. As mentioned, this policy is a dinosaur and still follows the
old ways!

To deploy the health policy, you click on the

) icon in the health policy list.

00-9-21548:03 4 5 ¢
Modified by "admin' V’LE‘ A

This will the present a list of all the appliances, including the FMC itself, as
shown in here.
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Select the appropriate appliances and then click the Apply button at the
bottom of the screen, and in 5 minutes your alerts should go away.

Health Events

To view current and past health events, select System>Health> Events. The
health events will be displayed from all your devices, as shown here.
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L Threat Data Updates on Devices Threat Data Updates on Devices 2019-09-12 16:29:01 Process is running _correctly 0 hours v ]
' 1 AMP for Firepower Status AMP for Firepower Status 2019-09-12 16:29:01 Successfully connected to cloud 0 ‘3
1 RRD Server Process RRD Server Process 2019-09-12 16:29:01 The server is functioning_ normally. 0 n/a v}
3 Interface Status Interface Status 2019-09-12 16:29:01  All interfaces are working correctly 0 Packets Received v ]
' § Disk Usage Disk Usage - Disk Test 2019-09-12 16:29:01 /[ using 37% 37 % ]

If you’re looking for a specific health event, use the Search feature and
specify your search criteria. You can also adjust the time window to a
specific range.

Blacklist

The health blacklist ( System>Health>Blacklist) allows you to set up
exclusions to health checks. You can blacklist an entire device or just
individual checks.

This can be helpful when there’s a known issue, but you don’t need alerts
nagging you about it every 5 minutes, and it looks as shown in this figure

[ Blacklist Selected Devices J [ Clear Blacklist on Selected Devices J

Then the device shows, as you can see here:
A good example of when you can

use this, is when you’ve had a power
supply fail but you’ve contacted Cisco

for a replacement.

Click the pencil next to the device
when in this screen, and you would



just blacklist the power supply health
check for the appliance until you get
the replacement, as shown here.

Health Monitor Alerts

This section will use the alerts we



Modules

Intrusion and File Event Rate
Link State Propagation

Local Malware Analysis
Memory Usage

Platform Faults

Power Supply

Process Status

Realm

Reconfiguring Detection

RRD Server Process

Security Intelligence

Smart License Monitor
Threat Data Updates on Devices
Time Series Data Monitor
Time Synchronization Status
URL Filtering Monitor

User Agent Status Monitor

VPN Status

[SaveJ[ Back J




created in Chapter 3.

In some environments, the FMC console may not be manned 24/7. In these
situations, it’s a good idea to have external alerts set up to notify people
immediately of any health conditions that crop up. This is where Health
Monitor alerts come in—with them, you can send emails, SNMP traps, or
syslog messages.

As discussed, and shown in Chapter 3, to configure Health Monitor alerts,
you must first set up the responses known as alerts. Navigate to System
>Health >Monitor Alertsto display the configuration page. No need to go
over those again here.

Once the alerts are created, go to the Health Monitor Alerts screen. To create
the Health Monitor alert, select a severity based on when you want the alert
to occur, the module(s) to monitor, and finally, the alert you want generated.
There are six steps to this:

1. Specify the health alert name at the top.

2. Choose the severity level.

3. Highlight and choose all modules.

4. Choose the alert or alerts you want to use.
5. Save the alert(s).
6. Choose and load the alert.

Keep in mind that you can opt to include multiple severities, modules, and
alerts.

Summary

In this chapter, I discussed licensing of the FMC as well as the Health policy.
To install and maintain your licenses for your devices, you must install a
Smart License to use FTD devices (Classic for other devices), and the FMC
then must be able to talk to the Smart License server at all times.

Licensing for your devices happens only at the FMC. But what if your FMC
is not connected to the Internet? I provided two solutions to help you meet
this type of business requirement.



Y ou should monitor the health of the Firepower system to ensure proper
operation of the devices involved. You can do so by using a series of checks
configured through the health policy.

You may not look at the FMC every day, so you can create Health Monitor
alerts to automatically alert you to a change in your system’s health
conditions.

Chapter 5: Chassis Manager

This is an advanced chapter covering the Cisco 4100 and 9300 devices, and
you’re probably going to feel like you were suddenly thrown into the deep
end! But I promise to keep your head above water and get you through this
vital configuration. It’s just really important to have a handle on it before we
get to the next chapter where we’ll add the devices to the FMCs we
configured in Chapter 1, “Firepower Management Center (FMC).”

It’s important to understand that there are no CCIE/CCNP Security SNCF
exam objectives covered in this chapter. This chapter instead includes
important foundational information because it is still is very likely you will
see exam questions from this chapter. So even though you won’t be checking
off any CCIE/CCNP Security SNCF exam objectives here, we’ll be covering
really important, foundational configuration that’s absolutely key to
understanding the rest of this book.

Firepower eXtensible Operating System (FXOS) runs the Firepower Chassis
Manager for the 4100/9300’s, which provides GUI-based management of the
hardware for the device. A component called the supervisor is responsible for
the physical interfaces and for managing the ASA or FTD images that’ll run
on the device.

We’ll get started with a hardware overview of the architecture used with
FXQOS, and then I’ll jump into the boxes and reset the 4100s used in this book
back to factory default. I’ll then configure the hardware using Chassis
Manager, and after that, we’ll tour the FXOS architecture and different
contexts available from the CLI.



Building further, I’ll show you how to add images to the Chassis Manager
and perform upgrades of FXOS, including an image for something called
Radware, which is a really helpful tool when you’re dealing with denial of
service (DoS) attacks.

Wait, there’s more! We’re going to log in to Firepower Chassis Manager
(FCM), go through the platform settings, and configure the FXOS for ASA,
FTD, and Radware. I’ll end the chapter by clustering two 4100 chassis
together for the grand finale!

So, get ready because this is going to be quite a ride. I promise to make as
painless and fun as I can!

To find exam study material such as hands-on labs access, videos,
downloadable supplemental material, and practice questions, head over
to www.lammle.com/firepower

Hardware Overview

You might be wondering just what’s so special about the 4100/9300 series
that it requires a whole chapter just to talk about it! Well, aside from offering
very high throughput as well as plenty of hardware bells and whistles, it takes
full advantage of Cisco Unified Computing System (UCS) architecture to
offer Cisco security solutions in a modular fashion.

The 9300 supports 8x10 gbps onboard interfaces, plus additional network
modules if you want to add some 40/100 gbs interfaces to the appliance.



Security Security Security
Module 1 Module 2 Module 3

Internal Switch Fabric

Onboard Network Network
Interfaces Module 1 Module 2

The appliance also supports three security modules, which lets you install up
to three images without creating any instances since these are basically hard
drives that you can deploy a solution to.

Since the 9300 is a Firepower appliance, you probably guessed that the
security module supports FTD. But that’s not all; you can also have an ASA
deployment. Why would you want that? Mostly, in case you need to support
a feature that hasn’t been fully ported over to Firepower yet, like a Virtual
Tunnel Interface (VTI) or clientless VPNs.

Cisco has partnered with RadWare to provide some pretty fantastic DDoS
protection by letting you install its DefensePro solution into a security
module. We’ll take a look at this solution later in this chapter.

The 4100 is pretty much the same idea as the 9300, only on a smaller scale.
For example, it only supports one security module instead of three. Even so,
we can add multiple instances of ASA and FTD on both the 4100 and 9300.

Now that you’ve got a picture of the hardware architecture, let’s move on to
getting logged in!

Resetting our 4100s



First, and to get ready for exploring the FXOS and Chassis Manager ahead,
I’'m going to set my 4140 boxes back to factory default. You’ve got to be able
to log in to your devices to do this, so if you don’t know or you forgot the
password, I’ll show you how to reset it. After that, I’ll erase the devices, do
an initial configuration, and then get them ready for configuration into the
FMC that’s coming up in the next chapter.

Resetting the Password on 4100/9300

Okay—here’s how you reset the password:
1. Reboot the device.
2. Use grEAK, ESC, or CTRL+L tO interrupt the boot.

3. Find the boot flash command and make a note of the kickstart image and
system image.

4. Load the kickstart image, which will be something like this:
Load the kickstart image, which will be something like this:
kickstart.5.0.3.N2.3.14.69.SP

5. This will take you to thegichmooty Prompt.
6. Now you can change the password:
switch(boot)# config t

switch(boot)(config)# admin-password erase

Your password and configuration will be erased
Do you want to continue? (y/n) [n] y

7. Exit to the gyichboon Prompt and load the system image saved earlier to
complete the procedure:

switch(boot)(config) # exit
switch(boot)# load bootflash:/installables/switch/fxos-k9 system.5.0.3.N2.3.14.69.SPA

8. Configure the device.
Setting the 4100/9300 Devices to Factory Default
Now that you know the password, or have reset it, we’ll go ahead and set the

FTD box (4100/9330) back to factory default:
1. Log in to your FXOS.



2. Type connect local-mgmt:
3. Type erase configuration

cisco4140-1# connect local-mgmt

cisco4140-1(local-mgmt)# erase configuration

All configurations will be erased and system will reboot. Are you sure? (yes/no): yes
Removing all the configuration. Please wait....

Configurations are cleaned up. Rebooting....

[output cut]

Type Ctrl-C at any time for more options

or to abort configuration and reboot system.

You have chosen to setup a new Security Appliance.

Continue? (yes/no):yes
Now we’ll wait for this to reboot and then continue with the initial
configuration afterward.

Initial Configuration for 4100/9300

Things are going to get more complicated now than they were on the
previous boxes—at least for the first time you perform this setup. After you
agree to the continue question in the last line of the above output, you’ll be
presented with these options:

Type ‘reboot’ to abort configuration and reboot system, Type ‘show_mgmt_port’ to display
management port info Type ‘show_dhcp_lease’ to display DHCP lease
Type ‘show_serial_num’ to display Chassis Serial Number or press Ctrl+D to continue.

I’ll be going with Ctrl+D here to configure the device:

Type Ctrl-C at any time for more options
or to abort configuration and reboot system.
You have chosen to setup a new Security Appliance.

Continue? (yes/no): yes

Enforce strong password? (yes/no) [y]: n
Enter the password for “admin”:
Confirm the password for “admin”:

Next we’re prompted to configure a system name, which requires beginning
it with an alphanumeric character:
Enter the system name: 4140

The system name must start with a alphabetic character and end with a alphanumeric character and may
have alphanumeric characters including hyphen.



Enter a system name : A4140-1

Supervisor Mgmt IP address : 10.11.10.207
Supervisor Mgmt IPv4 netmask : 255.255.255.0
IPv4 address of the default gateway : 10.11.10.1

So I can more easily use SSH and HTTP for the devices, I’'m going to keep
the addresses broad for the sake of these labs. In the real world, I'd definitely
recommend configuring your devices more securely!

The system cannot be accessed via SSH if SSH Mgmt Access is not configured.

SSH Mgmt Access host/network address (IPv4/IPv6): 10.0.0.0

SSH Mgmt Access IPv4 netmask: 255.0.0.0

Firepower Chassis Manager cannot be accessed if HTTPS Mgmt Access is not configured.

Do you want to configure HTTPS Mgmt Access? (yes/no) [y]: HTTPS Mgmt Access host/network
address (IPv4/IPv6): 10.0.0.0

HTTPS Mgmt Access IPv4 netmask: 255.0.0.0

Configure the DNS Server IP address? (yes/no) [n]: y DNS IP address : 10.11.11.250

Configure the default domain name? (yes/no) [n]: yes

Default domain name : sfgtc.local

Following configurations will be applied:

Switch Fabric=A

System Name=A4140-1

Enforced Strong Password=no

Supervisor Mgmt IP Address=10.11.10.207

Supervisor Mgmt IP Netmask=255.255.255.0

Default Gateway=10.11.10.1

SSH Mgmt Access Configured=yes

SSH Mgmt Access IP Address=10.0.0.0 SSH Mgmt Access IPv4 Netmask=255.0.0.0
HTTPS Mgmt Access Configured=yes

HTTPS Mgmt Access IP Address=10.0.0.0 HTTPS Mgmt Access [Pv4 Netmask=255.0.0.0
DNS Server=10.11.11.250

Domain Name=sfgtc.local

Apply and save the configuration (select ‘no’ if you want to re-enter)?
(yes/no):yes
Applying configuration. Please wait.. Configuration file - Ok

With the basic configuration complete, I’ll go ahead and set the 4140-2 back

to factory default now. I’m also going to do the initial setup without showing
all the output here. The IP address I'll use for 4140-2 is 10.11.10.209.

Here’s the lab layout information we’ll be using throughout this book. I
highlighted the 4140s. Their vPFEMC will be 10.11.10.205 right there at the
top:



Lab Layout Information
Device IP Address Device IP Address FMC 2500-1 172.16.10.20 vFMC
10.11.10.205

FMC 2500-1 172.16.20.21 4140-1 10.11.10.207

FTD 1010-1 172.16.10.10 4140-2 10.11.10.209

FTD 1010-2 172.16.10.11 Firepower Appliance 10.11.10.210
FTD 1150-1 172.16.10.12 vFTD-19 10.11.10.190

FTD 1150-2 172.16.10.13 vFTD-20 10.11.10.200

FXOS Overview

Now that we can access our 4100s, let’s explore the Firepower eXtensible
Operating System (FXOS) that runs on the box. Unlike the simpler OS that
the ASA runs, FXOS is a hybrid OS that’s made from the UCS servers
because these boxes use the UCS architecture, like fabric interconnects,
internally.

FXOS has several contexts that it glues together to provide our Firepower
Cluster Manager that we’ll use to configure our physical boxes. No worries—
we’ll have a more detailed look at each of them next.

ucs
' Security Local
Fabric Int cts Adapt e
abric Interconne Modiitie Management roan

UCS Context

This is the default context that you’ll see if you SSH or console into the box
after the wizard is done. If you’ve ever used UCS Manager’s CLI before,
then you’ll be right at home! For our purposes, right now you really only
need to know how to do basic tasks:



A4140-1#7?
acknowledge backup
clear

commit-buffer

connect

decommission Acknowledge

Backup

Clear managed objects

Commit transaction buffer Connect to Another CLI
Decommission managed objects

decommission-secure Decommission managed objects in secure delete
discard-buffer

end
exit
recommission remove

restore-check scope
set

show
terminal
top

ucspe-copy

Delete managed objects Discard transaction buffer Go to exec mode Exit from command interpreter
Recommission Server Resources Remove Check if in restore mode Changes the current mode Set
property values Show system information Set terminal line parameters Go to the top mode Copy a file
in UCSPE

up Go up one mode

where Show information about the current mode For example, if I wanted to change my
4140°’s MGMT IP, I’ll just do the following to change the fabric interconnect
address:

A4140-1 # scope fabric-interconnect a
A4140-1 /fabric-interconnect # set out-of-band ip 10.11.10.207 netmask 255.255.255.0 gw 10.11.10.1
A4140-1 /fabric-interconnect # commit

Note:You need to commit changes before they’ll take effect in this CLI! We
can change CLI contexts by using the connect command like this:

A4140-1 # connect ?

adapter Mezzanine Adapter

cimc Cisco Integrated Management Controller fxos Connect to FXOS CLI
local-mgmt Connect to L.ocal Management CLI

module Security Module Console



FXOS Context

The next context I’'m going to show you is fxos, which is actually the fabric
interconnect that lives in the 4100/9300 and runs the Nexus OS since it’s the
switch fabric. So first, we covered UCS and now Nexus...surprise! You’re
suddenly reading a CCNP Data Center book, right?

A4140-1# connect fxos

We can’t adjust any configuration here, but we can check out how the switch
is set up if we’re troubleshooting something or maybe just curious. For
example, I can use show run to see what features are enabled on the switch
like this:

A4140-1(fxos) # show run | include AMeature feature-set virtualization
feature npiv

feature tacacs+

feature private-vlan

feature port-security

feature udld

feature lacp

feature vinfex

feature lldp

feature fex

feature network-segmentation-manager

Security Module Context

This context is where the security modules live. We’re really not far enough
to have anything to look at yet, but for now I’ll point out that we can use
either console or telnet to connect to the module.

It doesn’t really matter which one I pick here because there’s only one
module for the 4100. Just know that if you want to connect to a couple
modules at once, then telnet would be the way to go.

A4140-1 # connect module 1 ?
console Console
telnet Telnet

Local Management Context



The Local Management context is pretty similar to the privilege mode in an
ASA or a Cisco router. It lets you use some basic troubleshooting tools like
ping or traceroute, check some logs, and you can do some cluster stuff from
here as well:

A4140-1# connect local-mgmt A4140-1(local-mgmt)# ? cd
clear

cluster connect copy

cp

delete dir

enable Enable

end Go to exec mode

erase Erase

erase-log-config Erase the mgmt logging config file exit
fips

Is

mgmt-port

mkdir

move

mv

ping

ping6

pwd

reboot

restore-check rm

rmdir

run-script

show

shutdown

ssh

tail-mgmt-log telnet

terminal

top

traceroute

traceroute6 verify

Change current directory Clear managed objects Cluster mode
Connect to Another CLI Copy a file

Copy a file

Delete managed objects Show content of dir

Exit from command interpreter FIPS compliance

Show content of dir

Management Port

Create a directory

Move a file

Move a file

Test network reachability Test IPv6 network reachability Print current directory
Reboots Fabric Interconnect Check if in restore mode Remove a file

Remove a directory



Run a script

Show system information

Shutdown

SSH to another system

tail mgmt log file

Telnet to another system Set terminal line parameters Go to the top mode
Traceroute to destination Traceroute to IPv6 destination Verify Application Image

To give you a good example, I’ll ping a DNS server on the Internet. Keep in
mind that this is communicating through the management interface, so things
can get a little muddy if the management network takes a different path than
your FTD interfaces!

A4140-1(local-mgmt)# ping 1.1.1.1 count 5

PING 1.1.1.1 (1.1.1.1) from 10.11.10.207 ethO: 56(84) bytes of data. 64 bytes from 1.1.1.1:
icmp_seq=1 tt1=58 time=9.32 ms

64 bytes from 1.1.1.1: icmp_seq=2 tt1=58 time=9.00 ms

64 bytes from 1.1.1.1: icmp_seq=3 tt1=58 time=9.03 ms

64 bytes from 1.1.1.1: icmp_seq=4 ttI=58 time=8.94 ms

64 bytes from 1.1.1.1: icmp_seq=5 ttI=58 time=8.95 ms

--- 1.1.1.1 ping statistics --
5 packets transmitted, 5 received, 0% packet loss, time 4004ms rtt min/avg/max/mdev =
8.940/9.051/9.329/0.186 ms

Adapter Context

Frankly, you’ll probably never use this context unless you’re on the phone
with Cisco TAC and they ask you to come here. The Adapter context
basically provides low-level information on the interfaces in the box.

A4140-1# connect adapter 1/1/1
adapter 1/1/1 # help Available commands:

connect

exit

help

history

show-fwlist

show-identity show-phyinfo

- Connect to remote debug shell
- Exit from subshell

- List available commands

- Show command history

- Show firmware versions on the adapter
- Show adapter identity



- Show adapter phy info

show-systemstatus - Show adapter status

CIMC Context

Hopefully, you won’t use the Cisco Integrated Management Controller
(CIMC) context either unless you need to do a low-level restore. This context
does provide some debugging tools for the CIMC on the box.

A4140-1 # connect cimc 1/1
Trying 127.5.1.1...
Connected to 127.5.1.1.
Escape character is ‘A]’.

CIMC Debug Firmware Utility Shell [ support ] [ help J# help

Debug Firmware Utility

Command List

alarms

cores
dimmbl

exit

i2cstats

images

mctools
memory
messages
mrcout
network

obfl

post

power
programmables

Sensors
sel

fru
tasks
top
update
users
version
cert
sldp



help
help [COMMAND]

Notes:
“enter Key” will execute last command “COMMAND ?” will execute help for that command

Image Management

Before you configure instances, you have to download the image files you
want to use from Cisco. There are two types of files that you’ll have to work
with.

The FXOS image file has a SPA extension that’s used to update the
Firepower Chassis Manager. and it’s up to you to stay up to date in order to
support the newer instance versions. For example, to deploy a FTD 6.6 VM,
you’ll need FXOS 2.8.1 to be running on the FCM.

The instance image file has a CSP extension and contains the actual solution
image we want to deploy. As of today, this can be an ASA, FTD, or
Radware’s VDP file.

Adding FXOS

To upload a new FXOS image in the Chassis Manager, go to
System>Updates and then click Upload Image.
You’ll then need to select the SPA file you downloaded from Cisco:



Upload Image
Selct Fl: -
Choose File | fxos-k9.2.8.152.SPA




Upgrading FXOS

To upgrade the FXOS on the 4100/9300, click the left-most icon on the right
side of the image name in the update page—it’s the square with the arrows:
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You’ll get a prompt letting you know that the Chassis will be down during
the upgrade and will reboot at the end.
To start the upgrade, just click Yes:



Update Bundle Image

\JD Please ensure Application

configuration is saved.All existing

sessions will be terminated and
FCM will not be accessible during the
process.It may take several
minutes.Chassis will reboot after upgrade,
please re-login to FCM after upgrade
completes,

Selected version 2.8(1.52) will be
installed. Do you want to proceed?

Yes No




If you already have a logical device deployed, the prompt might tell you that
your instance(s) are out of date after the upgrade and won’t be usable until
you upgrade the Logical Device to a supported version or reinstall the image.

You can see below that I have 6.5 FTD images loaded, but the FXOS
upgrade doesn’t support the new 6.6 image. This won’t be an issue because
I’ll upgrade the FTD image after the FXOS is installed:

Update image version ?/IX' 8

Application: ftd
Startup Version: ©0.5.0.32
Current Version: ©.3.0.32

New Version: 6.6.0.35 '

FXOS upgrades are not supported for ftd. The specified version
= will be used only if ftd needs to be reinstalled.

OK ‘ Cancel

I’m jumping ahead a bit here, but if you’ve a deployed instance that becomes
unsupported, you can go to Logical Devices and then click the Set Version
button or select it from the menu.

Adding a ASA Image

The first instance image we’re going to add is the ASA just because it’s nice
and alphabetical.

To upload the image, simply press the Upload Image button again and select
the ASA CSP file you’ve downloaded:



S GG Tools Help admin

i Configuration ‘l Licensing l Updates  User Manager.nent.._l
| Filter.. S

¥ Verified - Mon 26 Aug 2019, 08:42.. M © B

Verified - Mon 26 Aug 2019, 08:42.. " ©@ O

¥ Verified - Sun 29 Dec 2019, 02:20... ©a
| Upload Image 2% |
| Select File:

Choose File cisco-asa.9.13.1.SPA.csp

Upload . Cancel

Once the image has been uploaded, the FCM will automatically verify the
image to make sure it looks healthy. If you want to run the verification again,
click the green circle with a check mark on the right-hand side of the entry.

Adding an FTD Image

To add an FTD image, I’ll actually do the same thing and just upload an
image. The only difference here from the ASA is that I’'ll have to accept a
license agreement at the end of the upload process.

Once you sign your life away, the image is ready to use!



== " Fanfi

Successfully Uploaded cisco-ftd.6.6.0.35.5PA.csp X

End User License Agreement

Effective: May 22, 2017 I

This is an agreement between You and Cisco Systems, Inc. or its affiliates
("Cisco") and governs your Use of Cisco Software. "You" and "Your"
means the individual or legal entity licensing the Software under this EULA.
“Use" or "Using" means to download, install, activate, access or otherwise
use the Software. "Software" means the Cisco computer programs and
any Upgrades made available to You by an Approved Source and licensed
to You by Cisco. "Documentation” is the Cisco user or technical manuals,
training materials, specifications or other documentation applicable to the
Software and made available to You by an Approved Source. "Approved
Source” means (i) Cisco or (i) the Cisco authorized reseller, distributor or
systems integrator from whom you acquired the Software. "Entitlement”
means the license detail; including license metric, duration, and quantity
provided in a product |D (PID) published on Cisco's price list, claim
certificate or right to use nofification. "Upgrades" means all updates,
upgrades, bug fixes, error corrections, enhancements and other
modifications to the Software and backup copies thereof.

This agreement, any supplemental license terms and any specific product

terms at www.cisco.com/go/softwareterms (collectively, the "EULA")
govern Your Use of the Software.

1. Acceptance of Terms. By Using the Software, You agree to be
bound by the terms of the EULA. If vou are enterina into this EULA on -

' T understand and accept the agreement

0Ok Cancel




Adding RadWare

Adding a RadWare image is the same as with the ASA—just upload the
image. There’s not even a license agreement to worry about:

Now that we have the ASA,
FTD, and Radware images
loaded into FXQOS, let’s log in
to the Chassis Manager and start
configuring them.

Upload Image
Select File:
Choose File | radware-vdp...9-3. SPA csp

|__Upload. ||




Logging into the Chassis Manager

Using the IP address configured for the management of our 4100s,
(10.11.10.207 and 10.11.10.209), we should be able to https:\\ to those IP
addresses and log in using the username/passwords we set to get into the
Chassis Manager:






Once we get the splash page and log in, we’ll be taken to the Chassis
Manager home page.

Here’s what the dashboard looks like when you first log in. It gives you a
summary of the interfaces, system health, and any alarms you might want to
know about:

[STERNTITE Interfaces Logical Devices Security Engine Platform Settings Syste
A4140-1 10.11.10.207
Model: Cisco Firepower 4140 Security Appliance Version: 2.7(1.52) Operational State: Power-problem
m Network Module 1
s iy [ s [ e | Network Module 2 : Empty Network Module 3 : Empty
1 3 5 7
. Power 1 - Unknown B ) Power 2 - Running ? C] D
2 4 L ]
0(0) 2(2) 8 0 0 0 Smart Agent 1 6 5
& CRITICAL MAJOR . DOWN ® v . DOWN @ ve . DISABLED Security Engine Fans Pawer Suppiies
Select All Faults | Cancel Selected Faults || Acknowledge:
Severity Description Cause Occurrence Time Acknowledged

0O ¥ waor The password encryption key has not been set password-encryption-key i 2019-11-03720:21:10.074

o ¥ MAIOR Power state on chassis 1 Is redundancy-failed power-problem 1 2019-11-03720:22:42.322

Notice the Network Module 1 that I’m using. You can see the gray and white
boxes. Before you can start configuring your 4100/9300s, you must have a
network design and the network cabled up like I do.

Ports 1 and 2 are my inside and outside network, respectively, and port 3 is
my management port—it’s mandatory that you have a separate port for this in
the 4100/9300! I also have a direct fiber connection on port 8 to my 4140-2
for our Clustering and High Availability (HA) labs.

Platform Settings

A good place to start configuring the Firepower Chassis Manager (FCM) is
the Platform Settings because this is where all the global settings for the box
are configured. Here’s an example of the Network Control Policy that
configures LLDP and CDP on the device:



Overview Interfaces Logical Devices Security Engine QaELfldi] Settingsl

85H
SNMP
HrTes Name  UDPRedeve
AAA default disabled
Syslog
DNS Network Control Policy b,
FIPS and Common Criteria e o g
Access List
MAC Pool Description: Allow CDP and LLDP
Resource Profiles LLDP Recieve: s
* Network Control Policy LEDP Tranemit: v
Chassis URL CDP: v
Save | Cancel

Most of the settings are pretty self-explanatory, especially if you’ve
configured other boxes. For example, NTP is where you specify the NTP
servers the platform uses to sync its clock.

Here’s a brief on some of the less obvious ones:

Mac Pool

This setting comes from the UCS side of the platform. It allows you to pick
what MAC address prefixes the platform will use when it’s spinning up
instances for the security module. You usually don’t need to change it, but
you just might want the option some day!

Resource Profiles

This setting lets you control how many resources, like RAM and CPU, an
instance can consume when you create it. As an example, you might need to
give containers more memory than an instance can use.

Network Control Policy
This is actually a first for Cisco firewalls and it allows you to send and



receive CDP or LLDP from the chassis interfaces. Very handy for
troubleshooting!

Chassis URL
This setting lets you customize the URL that’s sent to the FMC when you
register the chassis.

Interfaces

Before we can install and get an instance up and running, we’ve got to tell the
FMC about the interfaces that’ll be used in the deployment. From this page
we can edit interfaces, create port channels or subinterfaces, and
enable/disable interfaces:

As I mentioned, interface 1/1 will be my Inside zone, 1/2 my Outside, and 1/3
will be used for management, with 1/8 connected for High Availability.

Before I create my first device, I’'m going to enable the ports. Here’s the
output when editing interface Ethernet1/1:
Okay—so the first thing I’'m going to do is click the Enable box.



Edit Interface - Ethernet1/1 ?/X

Name: Etm Enable

Type: data X
Admin Speed;  0at2
mgmt
Auto Negotiation: _
firepower-eventing
Admin Duplex: data-sharing
Network Control édefault H
Policy: " |

. OK || Cancel |



We don’t need to tell the chassis manager about any interface IP addresses,
but we’ll have to give it the physical information like the link speed.

We’ll also need to tell it about which mode the interface will be running, and
the available choices are as follows:

Data
This is the default port type for sending traffic and it’s the one you’ll be using
in most cases.

Mgmt

This specifies the interface that’ll be used as a management port by the
security modules. We’d use this to join the FTD to FMC. You need a
management interface defined before you can run an instance.

Firepower-eventing
This one’s an optional interface that lets Firepower send out all event data
through a dedicated interface.

Data-sharing

This one’s the same as the data interface type except it can be used to share a
connection between containers if you are running multiple instances...more
on that in the multi-instance chapter 28!

One thing I want to point out here is that if you want to use a port channel in
your instance, you must create the port channel on this page and not in the
FTD configuration!

Port channels also give you access to the Cluster interface type, which
predictably is used if you’re clustering things. Port-Channel 48 will be
created by default for clustering and we’ll be using that a bit later on.

Ports Ethernet1/1 and Ethernet1/2 are just data interfaces, so I’ll enable and
configure both of them as data and 1gbps as shown here:

Remember that Ethernet1/3 is configured as my dedicated management
interface. This is a mandatory interface configuration for the 4100/9300.



POICE ATl Logical Devices Security Engine  Platform Settings System Tools

Network Module 1

c m Network Module 2 : Empty Network Module 3 : Empty
1 3 5 7
= o
2 4 C g
[ A mertaces [T
Add New =

EMGMT Manzgement G
% Port-channelss cluster 10gbps ndeterminate ull Duph p: ]
[ enernetss1 data 1gbps 1gbps ull Dupl &
[ F— data 1gbps igkes Full Duplex [
E!!’\e-’ﬂﬂ}"E mgmmt 1gops ull Dupl [
B Ethernet1/4 data 0gbps ull Dupl ent o
Ethernet1/S data 10gbps ull Dup ent »
@E‘:hernetl‘ﬁ gata 10gbps 10gbos Full Duplex =
Eﬁn!met;“ data 10gbps 10gbos Fufl Duplex =
E!ﬁz'ﬂen‘ﬂ data 1gbps 1gbps Full Duplex qt

In the screen below, we see that all ports are up: E1/1, E1/2, E1/3
management, and E1/8 for HA. These enabled ports are the only ones that’1l
be available when you go configure your instance:

Logical Devices

Now that we have our Firepower Chassis Manager set up and we’ve
uploaded some images, it’s time to let it run some security solutions for us!

I’m sure you’ve noticed that throughout this chapter, I’ve mostly referred to
Logical Devices as instances. This is because the security module creates a
Virtual Machine instance when you create a Logical Device and you’ll see
both terms in the Logical Device page.

Adaptive Security Appliance (ASA)

The first Logical Device we’ll create is the ASA. We’re also going include
Radware as an add-on coming up soon.

One thing to point out here is that the page says we have 70 cores available to
us... that’s a lot! Higher model numbers will give us even more resources to
play with:



Overview Interfaces WIGHIGEIRMSUIEEEN Security Engine  Platform Settings System Tools Help admin

& Refresh D Add -

gical Device List (0 instances) 100% (70 of 70) Cores Available ;

Cluster ‘

Mo logical devices available. Click on Add Device to add a new logical device

To create a Logical Device, click the Add button, which will give us a choice
between Standalone and Cluster. I’'m going to pick Standalone since we’ll
look at the Cluster option later in this chapter.

Next, the FCM is going to ask us for the following information:

Device Name
This is the name of the device. It can be anything that makes sense to you.

Template
This specifies which platform is being installed. It can be either ASA or FTD.
Radware isn’t an option here because it’s an add-on.

Image Version
This is the firmware version to install. It will be what you’ve uploaded, and if
you have multiple versions on the box, you can pick the one you want.

Instance Type

The Instance Type controls whether or not the instance will be a container or
not. No worries—I’1l tell you more about multiinstances in multi-instance in
Chapter 28.



Add Standalone 7%

Device Name: ASAD1

Template: Cisco: Adaptive Security Appliance .
Image Version: 0.13.1 ot
Instance Type: ative ¥

QK Cancel

Okay, so after we press OK here, we’ll be taken to a pretty cool page where
we’ll tell FCM which interfaces the Logical Device is going to use.

I’ll go with the same interfaces I did earlier, so E1/1 for the Inside, E1/2 for
the Outside, leaving E1/8 to be used for High Availability. We’ll get this
done by just clicking the interfaces that’ll be used and the page will update to
show them in the device topology. Next, I’ll click the big ASA square where
it says, “ASA-9.13.1 Click to configure,” so we can configure the device-
specific settings.



Overview Interfaces REIEIRMENIEE Security Engine  Platform Settings

System Tools Help admin

Provisioning - ASAD1 [
Standalone | Cisco: Adaptive Security Appliance | 9.13.1 [0
Data Ports -

Etherneti/1

Ethernet1/2

Ethernet1/4
Etherneti/5
Etherneti/g

Ethernet1/7

Ethernet1/8
—
Ethernati/1 | “
Bhemett/2| |
Ethemet1/8 |\ H
Decorators -
00
Vo

Interface Name Type
Ethernetl/1 data
Ethernet1/2 data

Ethernet1/8 data

9
ASA-9.13.1

Click to configure



In the General Information section, it will want to know what to use for the
management interface, plus the IP information that the management interface
will use.

Cisco: Adaptive Security Appliance - Bootstrap 7
Configuration
General Information Settings :
Interface Information
Management Interface: Ethemnet1/3 5L
DEFAULT
Address Type: 1Pv4 only w
Cisco: Adaptive Security Appliance - Bootstrap 2%
IPv4 Configuration
Management IP: 110.11.10.211 General Information  Settings
MNetwork Mask: 255.255.255.0
Firewall Mode: Routed v
Network Gateway: 10.11.10.1
Password: eesesene
Confirm Password: | ssssssens
oK
oK Cancel

T S - xm ~cemrame

The Settings section asks

us what firewall mode to run

— either routed or transparent,
and also the password to set.



When we’re done with that, we’ll press gk to go back to the main design

page.
RadWare

A DDoS attack generally works by overwhelming your firewall and/or your
web solution to the point where it can’t process legitimate traffic anymore.
vDefensePro tries to prevent this from happening by acting like a transparent
firewall of sorts. It transparently connects inline between the Internet
connection and the ASA/FTD’s outside interface so that it can prevent DDoS
traffic from ever hitting your firewall or your company’s online resources
vulnerable to this kind of attack.

Here’s an example showing an inline configuration of Radware, which can be
seeing by going to the port configuration for Radware. I’ll demonstrate more
in a minute:

Port Pairs

+ /7 ¥

Source Port Destination Port Operation Inbound Port

v Search v Searct v Search

1 2 Process Source

2 1 Process Destination

Once we’re inside APSolute Vision, we can configure the policies to suite
our environment. A great example here would be some of the Flood
Protection settings we can enable:



,n, D . FLOOE PROTECTION SETTINGS

LI\
Flood Protection Set... ¢ SYN Flood
Setup
Bandwidth Settings e s
¥ TCP ACK +FIN Flood
Classes
Quota Settings
I Network Protection ¢ TCP RST Flood
Detection Sensitivity
< Network Protection Policies ¢ TCP SYN + ACK Flood

2 Anti-Scanning Profiles Burst-Attack Protect...

- BDoS Profiles Packet Reporting

& Connection Limit Profiles

¢ TCP Fragmentation Flood

¢ UDP Flood
~> DNS Protection Profiles

~  Out of State Protection Profiles ¥ UDP Fragmentation Flood
& Signature Protection

‘ ¢ ICMP Flood
'+ SYN Protection Profiles =

Access Control Submit Cancel

Of course, no anti-DDoS solution is going to be perfect because if the attack
is big enough, it can actually affect your ISP and Radware can’t really help
you if your ISP’s router blows up! Radware does have a cloud service that
can try to stop a DDoS before it gets to your on-premises equipment though.

Just so you know, I could actually write a whole book on Radware, alone!
Radware even has its own certification tracks that climb all the way to the
expert level. But you don’t really need to go there for dayto-day stuff.
Radware can still add a lot of value to your Firepower appliance deployment.

So let’s add Radware now. To do that, I’'m going to click the VDP box under
Decorators on the bottom left of the page to open up a similar configuration
box.

Once in this page, I’ll select the version to install and choose a resource
profile—in this case, the default works for us. Then, just like during the ASA
config, we’ll be asked for the management interface and IP info.



Radware: Virtual DefensePro - Configuration 711X
General Information

Version 18.13.01.09-3 v

B profie DEFAULT-RESOURCE v | @

Secunty Module Secunity Module-1

Management Interface:  |Ethemet1/3 v

DEFAULT

Address Type: IM only v

1Pv4

Management 1P: 110.11.10.210

Mebwor Mus; 255.255.255.0

Network Gateway: 10.11.10.1

Data Ports: ¥IEthernet1/1
__Ethernet1/2
L_JEthernet1/8

I oK | |__Cancel |

Finally, it’ll ask us which interfaces the VDP should connect to. Because it’s
an anti-DDOS solution, I’ll connect it to the outside interface of the ASA so



it can provide inline protection to incoming traffic.

Keep in mind that detailed and proper Radware design is out of scope for
these books:

When I click OK, the VDP will be added to the design page. When I’'m
happy with everything, I’ll go ahead and save the topology to deploy it. FCM
will then deploy the images and configure them based upon the settings we
gave it.
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Ethernetl/1
Etnernetl/,

Ethernet1/4
Ethernetl/3
Ethernet1/6

Etherneti/7

Ethernet1/8
Decorators
o0
VDP
g asa 8.13.1
Interface Name
Ethernet1/1
Etherneti/2
Ethernet1/8
3 vor 8.13.01.09-3
Interface Name
Ethernetl/1

Ethernet1/2

Ethernet1/1 \‘;i-_ VDP

l | \VDP
Ethemet1/2 | }-—

Ethernat1/8 :\ I

DEFAULT-RESOU..  10.11.10.211 10.11.10.1

Type
data
data
data

DEFAULT-RESQU.. 10.11.10.210 10.11.10.1

Type
data

data

Ethernet1/3

Ethernetl/3

W T B o

g
ASA-9.13.1
Ethernatl/2
Click to configure



This takes a few minutes, so this is a good time to grab a coffee or a nap, but
I don’t recommend trying to do both!

FXOS CLI

Rested and recharged? Great because now that it’s been installed, we can
access our shiny new ASA device through the CLI. Let’s take a look!

First, we’re going to connect to the security module and pick either console
or telnet. It doesn’t really matter which one for us today:

A4140-1 # connect module 1 console
Telnet escape character is ‘~’.

Trying 127.5.1.1...

Connected to 127.5.1.1.

Escape character is ‘~’.

CISCO Serial Over LAN:
Close Network Connection to Exit
Firepower-modulel>

Then, when we’re in the Firepower-modulel context, we can connect to the
ASA instance. Because there’s only a single instance installed, we can simply
say connect asa because it’s the only type available. Of course, if we had
multiple containers in the instance, we’d have to specify the container name
as well:

Firepower-module1>connect asa
Connecting to asa(ASAO01) console... hit Ctrl + A + D to return to bootCLI

From here, I’'m going to configure the instance just as I would any other

ASA. As an example, I can configure a hostname:
asa# conf t
asa(config)# hostname asa01

Now I’'m going to verify the management IP is properly configured:

asa01(config) # show ip add

System IP Addresses:

Interface Name IP address Subnet mask Method Ethernet1/3 management 10.11.10.211 255.255.255.0
manual Current IP Addresses:

Interface Name IP address Subnet mask Method Ethernet1/3 management 10.11.10.211 255.255.255.0
manual

And then configure our inside interface:

asa01(config) # interface e1/1



asa01(config-if)# nameif inside

INFO: Security level for “inside” set to 100 by default. asa01(config-if)# ip add 192.168.10.1
255.255.255.0

asa01(config-if)# no shut

As well as our outside interface:

asa01(config-if) # interface e1/2
asa01(config-if)# nameif outside
INFO: Security level for “outside” set to 0 by default. asa01(config-if)# ip add 20.1.1.1 255.255.255.0

If you’re keeping track of this inception, we SSH’d to the UCS management,
then connected to the security module through reverse telnet. We finally
connected to the ASA console...wild! At this point, it wouldn’t be weird if
you’re wondering how you get out of this console.

To exit, press Ctrl+A then D, which will bring you back to the security

module context:
Disconnected from asa(ASAO01) console!
Firepower-module1>

And if you want to get all the way back to the UCS CLI, press Shift+~ to get
to the telnet prompt and then press q to quit:

telnet> q
Connection closed.
A4140-1#

Next, we’re going to check out our Radware VM. I’'ll connect from the
security module with connect vdp:

Firepower-module1> connect vdp
Connected to domain vDP
Escape character is A

The first thing that’s going to happen here is that it’ll make you set a new
password... pro-tip, it accepts only letters and numbers! The password of
user “radware” must be changed. Please enter the new password; ¥k

Confirm password: **##ssksrskrsk
Password change OK.

Generic Version: 01.00-00.00
Init completed successfully.

login



User: radware
PaSSWOI‘d: sk sk sk sk sk sk sk sk sk sk sk

Now we can use the DefensePro CLI as we please:

DefensePro#? classes
device

dp

help

login

logout

manage

net

ping

ping6

reboot

security

services

shutdown

ssh

statistics system Sets telnet
trace-route Measures hops and latency to a given destination. trace-route6 Measures hops and latency to
a given ipv6 destination.

Configures traffic attributes used for classification Device Settings
DefencePro Security settings

Displays help for the specified command

Login into the device

Logout of the device

Device management configuration

Network configuration

Pings a remote host.

I don’t want to get too carried away here, so I’ll just enable the web interface

to add it to the management product:
DefensePro#manage secure-web status set enable

Pings a remote IPv6 host.

Reboot the device

Device Security

General networking services

Shutdown

Connect via SSH to a remote host. Device statistics configuration. system parameters.
Connects to a remote host via telnet.

Updated successfully
Web Server SSL Status: enable

After the web interface was enabled, I added the VDP to Radware’s



APSolute Vision, its central management solution that lets you configure the
DefensePro instance:



0008

0 APSolute Vision

X

. Mixed Device Types
= Sites and Devices . it '
t/ 148 J %_
Y e ¥ Name P Address
You have selected 2 devices:
Y Q Default [2/2) 1 Alteon Devices
. | 1 DefensePro Devices
1 & CiscoP4DP (1]
73 Alteon-AppWall (AW)
™ DefensePro (vDP)




I’m going to go ahead and delete the Logical Device so that we can try out
FTD.

FTD Cluster

The next option we’re going to explore is all about deploying FTD across two
4100/9300s. Called an inter-chassis cluster, this option is the most
complicated and expensive one because it requires not one, but two pricey
Firepower appliances to get it done!

The first step we’ll take is to adjust the interfaces a bit on both of our 4140s.
Next up is to add Ethernet1/8 into Port-Channel 48 by pressing the pencil
icon next to Port-Channel 48, demonstrated below. This’ll work really well
for our cluster link because it’s directly connected between the units.

Hardware Bypass
) Add New ~ x
Interface Type Admi... Operatio... Ins.. VLAN AdminD... AutoNe.. Operatio.. Admins...
(@ memr Managem &
U%F Port-channel4s  cluster 10gbps 1gbps Full Duplex yes faled &0 mj

Notice the interface type is set to Cluster, which will be used for inter-chassis
cluster communication. To add Ethernet1/8 into the port channel, simply
select it, press Add Interface, then press OK.



Edit Port Channel - Port-channel48 ?iX

J Port Channel ID:  4¢ ¥ Enable

Type: Cluster 2
Admin Speed: 10gbps 5
Admin Duplex: Full Duplex 2
Network Control | Testlab-NCP 2o
Policy:

Auto Negotiation: '® Yes Mo

i Available Interface Member 1D

g S SO : =) Ethernet1/8 3
71 Ethernet1/4
=] Ethernet1/S

! 1 Ethernet1/6

oK Cancel

Because the Inter-Chassis Cluster feature requires that all our data interfaces
are in port-channels, we’ll have to move Ethernet1/1 into Port-Channel 1 and
Ethernet1/2 into Port-Channel 2.

To create a new port-channel, just press Add New and then Port Channel:
I’m going to give our inside port-channel an ID of 1, add E1/1, and then I’1l
click OK:






I’m going with an ID of 2 for the outside port-channel. I’ll add E1/2 and then
hit OK:

When we’re done here, we should have a total of three port-channels: one for
the inside interface, one for the outside interface, and the default one for the
cluster:

o Nt 0
Faw @ W e w W
Booy @ I gy f

P & W e w e
B s b e i

Wwos @ i 5 o9 @
By o s il s

Bt 0w w TR |
Do @& i n e ()
Eh%metﬂi th s o s m prgst ()
Doos @ o i 0 d ()
Jinen fi 1 g m it ()



I’ll go ahead and make the same changes to the other unit.

So, now I’m going to head over to the Logical Devices page where I'll delete
any deployments already there. Then, I’ll add a new one and go with Cluster.

FID - 6.6.0.35

The Add Cluster menu offers the same fields we’re used to seeing, but it also
lets us opt to create a new cluster or join an existing one. We’re going to
choose Create New Cluster. The rest of the steps have to do with FTD.

The process of installing an FTD Logical Device is a lot like it was for the
ASA, except this time, we’re going to select the FTD template. Also, the
instance type is set to native, but we have an option to change it to container.
We didn’t get

that option for the ASA because

ASAs don’t support the feature.

They use contexts to support
multiple instances. Anyway,
you can see our newly created



Add Cluster

I want to: Create New Cluster

Device Name: FTD-CLUSTERDO1

Template: Cisco Firepower Threat Defense
Image Version: 6.6.0.35

Instance Type: Native

OK

cluster configuration here:

We’ll make sure our port
channels are selected in the
design page as shown below,

and then we click the FTD box to
configure the primary settings.

Okay—so this time we’re

going to start out with a Cluster
Information section. The Chassis
ID value can be whatever
number you want but it has to

be unique between the pair. The
Site ID value is used for inter
site clustering, and we can just
leave it at 1 because it doesn’t
really matter in our deployment.

1 1]

Cancel



Cisco Firepower Threat Defense - Bootstrap ()
Configuration

Cluster Information Settings Interface Information Agreement *

Security Module-1

Interface Information
Chassis 1D: 1

‘ Site ID: 1

i

| Cluster Key: Sessten
Confirm Cluster Key: e
Cluster Group Name: CLUSTERD1
Management Interface: Ethemet1/3 v
CCL Subnet IP: 0.0.0.0

| ok || cancel |




Giving the cluster a name and a

secret key so the other node can securely join is important, so we’ll do that
now.

We’re also being asked for a Cluster Control Link (CCL) Subnet IP, but we
can just enter 0.0.0.0 to have Firepower select the default IP range—
(127.2.0.0/16 in case you’re curious). As always, we need to specify the
management interface.

As you can see, the Settings section for the FTD cluster sure has a lot more
questions for us than the ASA did! In addition to the standard fields we saw
last time, it wants to know what the FMC IP address is, the registration key,
the device we will use, and the FQDN for the instance:

The Interface Information section is where we enter in the management IP
address, netmask, and default gateway for the FTD.



Cisco Firepower Threat Defense - Bootstrap 2%

Configuration

Cluster Information Settings Interface Information Agreement  *
Ragisl:ratinn Key: sessese

Confirm Registration Key: | sssssee

Password: [TTITYIYY

Confirm Password: —

Firepower Management 10.11.10.205

Center IP:

Search domains: testlab.com

Firewall Mode: Routed v
DNS Servers: 208.67.220.220

Firepower Management
Center NAT ID:

Fully Qualified Hostname: | ftdc01.testlab.coml

Eventing Interface: v




We don’t need to do anything in the Agreement section because we already
accepted the license when we imported the FTD CSP file! But if you want to
have a look anyway, here it is:



Cisco Firepower Threat Defense - Bootstrap 71X
Configuration

v

End User License Agreement l
Effective: May 22, 2017

This is an agreement between You and Cisco Systems,
Inc. or its affiliates ("Cisco”) and governs your Use of
Cisco Software. "You™ and "Your™ means the individual or
legal entity licensing the Software under this EULA. "Use”
or "Using” means to download, install, activate, access or
otherwise use the Software. "Software” means the Cisco
computer programs and any Upgrades made available to
You by an Approved Source and licensed to You by Cisco.
"Documentation” is the Cisco user or technical manuals,
training materials, specifications or other documentation
applicable to the Software and made available to You by
an Approved Source. "Approved Source” means (i) Cisco
or (ii) the Cisco authorized reseller, distributor or systems
integrator from whom you acquired the Software.
"Entitlement” means the license detail, including license
metric, duration, and quantity provided in a product ID
(PID) published on Cisco's price list, claim certificate or
right to use notification. "Upgrades” means all updates,
upgrades, bug fixes, error corrections, enhancements and
other modifications to the Software and backup copies
thereof.

This anraamant amu connlamantal lecaneca tarme and anue

* ] - - y . . - S - I
| understand and accept the agreement

oK || Cancel |




To start the install, click OK to accept the config settings, and then click Save
on the top right of the screen:

System Tools Help admin

Cancel

At this point, we just wait until the primary is done installing and showing
online:
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Once that’s done, we’ll copy the cluster config so we can paste it right into
the other node. To do that, choose Cluster Configuration from the menu on

the right:
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Then selecting Show Configuration



¢ Show Confiquration

We’re rewarded with a pop-up that has a bunch of JSON code we’ll need to
copy for the other node:



I Cluster Configuration(copy to clipboard) ¥

{"smLogicalDevice":[{"smExternalPortLink” [ {"smSystemMac:nul, appName™; ftd", ‘portOn", "fabric/lan/Aphys-slot-1-port:
7',"description”,”,"name";"Ethernet13_ftd", portame", Ethemet1/3", inkDecorator™, ™, ', "ext-portink-Ethernet13_ftd"),
{"smSystemMac”null,"appName” ftd","portDn"; Fabric/lan/A/pc-48","description”: ", ‘name”;"PC48_ftd", porthame”;"Port-

thanneMe’, "hnkDamramr " et-portink-PC48_frd"),{"smSystemMac:

[ nackddess” "EB:EF:TF:OZ:BE:AE“}] "appName”."ftd","portDn": fabric/lan/A/pc-1", description”;”,"name","PC1_td", portName”: Port-
channel1", linkDecorator";",'m’""ext-portink-PC1_ftd"), {"smSystemMac;

[l nackdtes” "QB:EF:TF:M:BE:DD 'Y, appame”: ", portDn’; "fabndlaert-Z","descﬁption":"","nanw.":"PCI_ftd',"portﬂame":"Pm-
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({'vale"nul, ey REGISTRATIUN KEY","m""encrypted-key-REGISTRATION_KEY"),{ value":null key":"PASSWORD",'m", encrypted-key-
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Now over on the other node, we’ll again delete any deployments there and
add a cluster. Only this time, we’ll pick the Join Cluster option and give the
deployment a name, which can be whatever you want. I went with FTD-
CLUSTERO2 because it just makes sense:



——
Add Cluster X

I want to: Join Existing Cluster v

Device Name: | FTD-CLUSTER()
§M 1- 70 Cores Avallable

| |

When you press OK, you’ll get a pop-up where you can paste all that JSON.
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Click OK again and after a minute you’ll be taken to that design page we
know and love:
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Once again, we’re going to select the port-channels we want to use and press
the FTD to configure the settings:

It’s really nice that we don’t have quite as much to fill out since it
prepopulates some information for us!

The main thing here is to change the chassis ID because it needs to be unique
—1I’1l set mine to 2. We’ll also have to enter the site ID (1 works fine since
we aren’t using it) and fill in the cluster key.

Cisca Firepower Threat Defense - Bootstrap X Cisco Firepower Threat Defense - Bootstrap 7
Configuration Configuration
Cluster Information Settings Interface Information Agreement Cluster Information Settings Interface Information Agreement
e —— e ———
Security Module-1 " -
Address Type 1Pv4 only b
Secunty Module 1
Interface Information IPvd
Management IP
Chassis 1D
Network Mask: 255.255.255.0
Site I
Gateway 10.11.10.1
Cluster Ke
Conhirm C er Ke
Cluster Group Name: CLUSTERO1
Management Interface Ethernet1/3 w
CCL Subnet IP 0.0.00
-
-
I oK Cancel
OK Cance

We’ve also got to give the secondary node its own management IP and then
we can click OK and Save. After 10 min or longer, we’ll have a working
cluster that we can add to FMC.

One thing I want to point out here, though, is that if we connect to the FTD
instance, we can see that High Availability isn’t configured. That’s because
it’s carried out at the chassis level. More on this in the HA configuration
coming up in chapter 7.

When you add an inter-chassis cluster to the FMC, it automatically figures



out that it’s a cluster and adds the secondary node as well:

A4140-1 # connect module 1 console
Telnet escape character is ‘~’.

Trying 127.5.1.1...

Connected to 127.5.1.1.

Escape character is ‘~’.

CISCO Serial Over LAN:

Close Network Connection to Exit

Firepower-module1> connect ftd

Connecting to ftd(FTD-CLUSTERO1) console... enter exit to return to bootCLI
>

> show high-availability config

Failover Off

Failover unit Secondary

Failover LAN Interface: not Configured

Reconnect timeout 0:00:00

Unit Poll frequency 1 seconds, holdtime 15 seconds

Interface Poll frequency 5 seconds, holdtime 25 seconds Interface Policy 1
Monitored Interfaces 1 of 1291 maximum

MAC Address Move Notification Interval not set

Okay—now because the rest of this book won’t be covering the cluster
deployment, let’s just take a minute to clean things up so we can deploy a
standard FTD instance.
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To delete the cluster, press the menu button on the device and then click
Delete:

€ Show Configuration




After a minute the Logical Device will be removed. Next, we’ve got to set
our interfaces back to normal because we made them all port channels. So,
let’s go back to the interface page and get rid of them! To delete Port-
Channel 1 and 2, just click the trashcan icon next to them.

I Hacdware Bypass

You can actually delete Port-Channel 48 too, but since it was created by
default, it’s probably better to just remove Ethernet1/8 from it. Let’s do that
now by editing the interface and removing E1/8 from PC48. Once that’s
done, PC48 will go back to its standard failed state.

FTD Standard

If you’re thinking that installing a standard FTD instance is pretty similar to
the cluster example, you’re right! But this time around, we just choose
Standalone:



Add Standalone -

Device Name: | FTDOL

Template W&@_:
mglesar, 460 ,,

Instance W: Native ;

Just as we did back in the ASA design page, we’ll select Ethernet1/1,
Ethernet1/2, and Ethernet1/8 from the Data Ports menu:



Overview Interfaces NRGERTRIGIRRY Securty Enghne Plaom Settings

Provisloig - FI00)
Standalone | Clsco irepower Theat Defense | 6,6.0.39

L S
Bhernat}/)

Ehamtl)] L}
Ehrnd

Eivmatl/$

il

Enimatl/]

Bhgimatl 0

Ehimitl/]

Ehamitl ]
FID - 6.6.0.35

Clek b esnfouty

Bhamit] 8



Next, click on the FTD box to configure the instance settings. Just like
before, the General Information section is asking for the management
interface and IP info:



Cisco Firepower Threat Defense - Bootstrap Configuration 17/

General Information Settings  Agreement A
Management Interface: | Erhernet1/3 ™
Management
e IPv4 only ¥
1P
PR s 10.11.10.207
i 2852552550 |
Petwer Gusovmy; 10.11.10.1



The Settings section for the FTD has a lot more questions for us than the
ASA did!

In addition to the standard
fields we saw last time, it wants
to know if the management
type is going to be Firepower
Management Center or the
standalone Firepower Device
Management.

It’s also asking what the FMC
IP address and registration
key the device will use.

Again, just as in the cluster
example, we don’t need to
do anything with the license



Cisco Firepower Threat Defense - Bootstrap Configuration [2//X/

General Information [\ettings Agreement =
Management type of |FMC 2
application instance:
Search domains: testlab.com
Firewall Mode: Routed v|
DNS Servers: 208.67.220.220,208.67.22.

Fully Qualified Hostname: | ftd01.testlab.com

Password:

Confirm Password:

Registration Key:
Confirm Registration Key:

| S— —_— b

Firepower Management 10.11.10.205
Center IP:

Firepower Management
Center NAT ID:

Eventing Interface: v

agreement since we already
agreed to it.



Just hit OK and then press the Save button on the top right to start the
deployment:

System Tools Help admin

Save Cancel

Now I’m going to configure the 4140-2 exactly the same way, except I’m
going to use 10.11.10.209 as the IP. Still, both 4140s will be ready to be put
into their FMC with IP 10.11.10.205. We’ll move on to configure and
managed them in Chapter 6.

See? That wasn’t so bad! You really need to get your hands on some 4100s
so you can practice with the FXOS and Chassis Manager. Until you can do
that, just follow along as I take these devices into the FMC and finish
configuring them in the network.

Oh and by the way, I’m just going to skip over the CLI verification here
because it’s the same as in the cluster example.

Cluster Traffic Flow

While the Firepower Chassis cluster runs in active/activemode for most
simple traffic, there are a bunch of rules that control how what node can
process the workload.



Before we dive into this, we first must talk about the cluster election process.
When you create a Firepower cluster, a master is elected and all other
firewalls in the cluster are slaves.

The election is just like the OSPF Designated Router election, when the
cluster comes up the devices will listen for messages from an existing master
on the Cluster Control Link (CCL). If nothing is heard, then the device with
highest priority is chosen, if all else fails then the device with the highest
serial number is picked.






Also, just like OSPF, there is no preemption, once a master is chosen it will
stay master as long as it is up even if a higher priority device is added to the
cluster deployment. Though you can manually change the cluster master if
you want but do it in a change window since it will drop all connections until
the new master is up!

Centralized Features

In a Firepower cluster there is a concept called a centralized feature, this is a
fancy way of saying that only the firewall running in the master role can run
the service, if the master goes down then all the service connections will be
dropped until a new master is running!

If a slave receives traffic destined for a centralized feature, then it will
forward the traffic to the master through the CCL. Clustering does support a
rebalancing feature that might send traffic to slaves before they are fully
classified, once the slaves realizes the traffic is a centralized feature send it on
its way to the master.

The following is the list of centralized features:
» Some Application Inspections

» Dynamic Routing

» Static Route monitoring

= Site to Site VPNs

For the most part, the master-only application inspections are just legacy
protocols that you probably won’t be sending through your firewall all that
much. Don’t use RSH anymore please.

The affected application inspections are:
» DCERPC = NetBIOS

» RSH = TFTP

» SUNRPC = XDMCP

Let’s go through all the cluster traffic scenarios that you’ll need to know
about if you are using a cluster, and of course what you might see in the
exam!



Dynamic Routing in a Cluster

The routing process only runs on the master unit; however, the learned routes
are replicated to the slaves so they will have full reachability and they can
make their own forwarding decisions... though they should arrive at the same
conclusion. As far as the neighboring routers are concerned, the slave
firewalls are invisible.

The routing protocol database isn’t replicated though, so if you have to
switch masters the neighboring routers will detect the restart and kill your
neighbor relationship, the master router ID will also change, unless you have
statically set the router ID in your configuration. You can configure Non-
Stop Forwarding to help prevent any interruptions during a master
switchover.

If you choose to use the static route monitoring feature to track route
reachability with SLA monitors, then that traffic will be done only on the
master.

Site to Site VPNs in a Cluster

Site to Site VPNs can only be setup on the master.
In the event the master goes down, the VPN will be moved to the newly
elected master as shown in the next two graphics.






NAT in a Cluster

NAT runs in active/active mode but the catch is that it can lead to
performance issues because the returning NAT traffic has to be sent to the
firewall that is the NAT session owner, if it lands on another firewall it has to
be sent to the proper device through the CCL.

Because of this, you should try to avoid doing NAT on the cluster and instead
do it on an upstream device.
There are a couple other things to keep in mind for NAT in a Cluster:

= If you are using NAT pools, then the cluster evenly distributes the NAT
pool IPs between all the cluster devices. If the cluster member runs out of IPs
in the NAT pool, then the packet is dropped instead of being sent to another
member.

» Dynamic NAT xlates are managed by the master and replicated to the
slaves. If the slave needs to make a new dynamic xlate, it requests one from
the master and then the slave owns the NAT connection.

Lastly, you can’t do Static PAT for the following application inspections:

« FTP = TFTP
« RSH = XDMCP
= SQLNET = SIP

SIP in a Cluster

SIP can run in active/activeso any member can handle traffic, but all child
data must flow through the same device. This isn’t a big deal since you don’t
want to randomly load balance SIP sessions or the user’s next call will be to
help desk!

Syslog in a Cluster

Each Firepower device generates and sends its own syslog messages. Though



you can choose to configure syslog, so all devices use the same device ID, so
your Network Monitoring System thinks they all come from the same device.

SNMP in a Cluster

SNMP is also done on a per device basis. You should monitor each device
through its diagnostic interface instead of by the main cluster IP. The reason
why is that if a new master is elected, your polling will fail.

There is no way to get consolidated cluster information from SNMP.
FTP in a Cluster

FTP is fairly straightforward; it can run in active/active and the FTP data
channel will periodically update idle timeout for the FTP control channel
owner. However, if the control channel owner reloads and gets moved to
another device...then flow relationship will break, and the timeout will no
longer be updated.

Trustsec in a Cluster

Trustsec is a very complicated feature, fortunately it is nice and simple in a
cluster! The master learns all the Security Group Tag (SGT) information and
replicates the info to all the slaves.

Unsupported Features

In addition to the various limitations we just talked about, some features just
flat out don’t work in a cluster. These can be a showstopper if you are
thinking about using a cluster and may drive you to use high availability
instead.

= Remote Access VPN (Both SSL and IPSEC)

» Any DHCP (client, server, or proxy) aside from DHCP relay = High
Availability

» Integrated Routing and Bridging.



Summary

This was an advanced chapter covering the Cisco Firepower Threat Defense
(FTD) 4100 and 9300 devices.

You were given a tour of the hardware involved and an overview of the
architecture used with FXOS before jumping straight into the boxes to reset
the 4100s used in this book back to factory default. After that, we configured
the hardware using Chassis Manager and then dove into the FXOS
architecture and different contexts available from the CLI.

Next, I showed you how to add images to the Chassis Manager and perform
upgrades of FXOS, including an image for Radware, a great tool that helps us
fend off denial of service (DoS) attacks.

After logging into the Firepower Chassis Manager (FCM), I went through the
platform settings and configured the FXOS for ASA, FTD, and Radware.
Then we had some fun by clustering two 4100 chassis together! Then, before
ending the chapter, we discussed some of the Cluster gotchas that you can
encounter.

Our 4100s are now ready to go into an FMC, which is exactly what we’ll be
doing in Chapter 6!

Chapter 6: Firepower Devices

The following CCIE/CCNP Security SNCF exam objectives are covered in
this chapter:

1.0 Deployment

1.1 Implement NGFW modes
1.1.a Routed mode

1.1.b Transparent mode

1.2 Implement NGIPS modes
1.2.a Passive

1.2.b Inline

1.4 Describe IRB configurations
2.0 Configuration



2.5 Configure devices using Firepower Management Center

2.5.a Device Management

We’re going to spend a lot of time on Firepower Threat Defense (FTD) in
this chapter. We’ll also start on the configuration of the LINA process that
the Snort process runs on top of. Once we get our routers and devices
configured, we’ll be all set to begin configuring the Snort policies in
upcoming chapters.

I’'m still going to guide you on a little tour of the old 7000/8000 appliances
and how they can be configured because the exam objectives still cover these
Firepower devices. I’'ll also configure and bring a Firepower appliance into
the vPFMC.

We’re going to be configuring a pair of Firepower 1010s and a pair of 1150s
as well as continuing with the 4140s I configured with Chassis Manager in
Chapter 5. I’'m even going to add two virtual FTDs to top it off!

Once they are configured, we’ll add these nine FTD devices into the FMCs
we configured back in Chapter 1—the vFMC and the hardware 2500s. Once
through this wild ride of a chapter, you’ll be all set to begin configuring the
Snort process in the next one!

Firepower Threat Defense (FTD) on the 1000/1100/2100 and
4100/9300 Devices

The Firepower 1000/1100/2100/4100/9300 devices are the first of a new
breed of network security appliances from Cisco that have replaced the
legacy ASA models.

It’s good to know is that these new devices can run the legacy ASA operating
system or Firepower Threat Defense (FTD). So just because FTD is the most
talked-about system installed right now, the ASA code isn’t going anywhere
anytime soon!

The new devices are different than any previous hardware you’ve installed
before. They are not just new; they run a new operating system called the
Firepower eXtensble Operating System, or FXOS. This operating system
forms the foundation on which the ASA or FTD code will run.



Even though the 1000/1100/2100 run the FXOS like their big brothers do,
they don’t support the Firepower Chassis Manager I demonstrated for you in
Chapter 5. The FXOS layer is effectively hidden from view and is only
accessible from the serial console. No worries though—there should be little
or no reason to perform any management tasks in FXOS on these models.

Okay—time to configure our devices!

Configuration for 1000/1100/2100

As I’ve done before, I’'m going to start by erasing the configuration on my
devices, and then configuring each one anew. By the way, if you have a
brand-new box, just skip the first section here. I have two 1150s and two
1010s for this section that I’m going bring into my hardware FMC.

Resetting to Factory Default from ROMMON

Just in case, we all need to know how to recover a device if we don’t know
the password on the 1000/1100 and 2100 by setting the devices to factory
default, so I’'ll show you that first.

Back in the day, there was a way to reset just the password in older codes, but
that password_reset COMmand at rommon is no longer valid in the codes I'm

using in this book (6.5 and 6.6). This changed in the ROMMON versions as
shown here:

For ROMMON version 1.0.06 or later:

rommon 2 > factory-reset

For ROMMON version 1.0.04:

rommon 2 > password_reset

And here are the steps to completely reset your FTD 1000/1100 and 2100
devices:

1. Make sure you have a working console connected to the device.

2. Power-cycle the device.

3. Press ESC when you see the prompt to interrupt boot—you have 10
seconds to do this.



4. Atthe jommop 1> PrOMPL IYPe factory_reset’

rommon 1 > factory_reset

Warning: All configuration will be permanently lost with this operation and application will be
initialized to default configuration.
This operation cannot be undone after booting the application image.

Are you sure you would like to continue ? yes/no [no]: yes

Please type ‘ERASE’ to confirm the operation or any other value to cancel: ERASE
Performing factory reset...

Warning: filesystem requires journal recovery

File size is 0x0000003b

Located .boot_string

Image size 59 inode num 15, bks cnt 1 blk size 8*%512

Rommon will continue to boot diskO:installables/switch/ fxos-k8-fp2k-1fbff.2.6.1.133.SPA
Are you sure you would like to continue ? yes/no [no]: yes

5. The device will now reboot and reinstall the original code that it shipped
with, which will take at least 20 minutes or so... ... Okay, maybe 30 minutes
or more.

6. Once the device is finally done booting, the username and Password will be
admin/Admin123
Setting the Devices to Factory Default from Firepower

If you know your username and password so you can log in, connect directly
to the device with a console. I’ll set the configuration on my two 1010s and
two 1150s back to factory default and then configure them from scratch. The
steps are exactly the same on the 1000/1100/2100. This approach won’t
reinstall the OS as shown in the preceding section, so if you know your
username/password, so much the better for you!

1. Log in with your known username and password.

2. Type onnect » t0 view the options, then connect to the local management
configuration and erase the configuration, like this:
1010 # connect ?

ftd Connect to FTD Application CLI
local-mgmt Connect to Local Management CLI

1010 # connect local-mgmt
1010(local-mgmt)# erase



configuration System configuration

1010(local-mgmt) # erase configuration
All configurations will be erased and system will reboot. Are you sure? (yes/no): yes
Removing all the configuration. Please wait....

Initial Configuration for 1000/1100/2100

Once the devices have been erased and they’re finished booting, or if you’re
bringing up a brand-new box, you’ll arrive at the f.pqyer# 10gin prompt. Enter

admin/Admin123 t0 log in for the first time:

Cisco FPR Series Security Appliance
firepower login: admin

Password: (enter Admin123 here)

Successful login attempts for user ‘admin’ : 1
[output cut]

Typing a question mark (?) will show you all the commands you can run
here:

firepower # ?

acknowledge Acknowledge

backup Backup

clear Clear managed objects
commit-buffer Commit transaction buffer
connect Connect to Another CLI
discard-buffer Discard transaction buffer
end Go to exec mode

exit Exit from command interpreter
scope Changes the current mode

set Set property values

show Show system information

terminal Set terminal line parameters

top Go to the top mode

up Go up one mode

where Show information about the current mode

You want to go with the ;. COmmand here:

firepower # connect
ftd Connect to FTD Application CLI
local-mgmt Connect to Local Management CLI

You can use the j,.,).mgm like I did to reset the password or go right into the



FTD. I’'m going to configure the FTD image now, but first I’ll have to accept
the EULA and set my new password:

firepower # connect ftd

You must accept the EULA to continue.

Press <ENTER> to display the EULA:

[output cut]

Please enter ‘YES’ or press <ENTER> to AGREE to the EULA: yes

System initialization in progress. Please stand by. You must change the password for ‘admin’ to
continue. Enter new password:
Confirm new password:

Next up is to set the IP information. I’ll choose the default for configuring
IPv4, press Enter to choose ,on IPv6, and then fill in the rest of the

information:

You must configure the network to continue.

You must configure at least one of IPv4 or IPv6.

Do you want to configure IPv4? (y/n) [yl:y

Do you want to configure IPv6? (y/n) [n]:

Configure IPv4 via DHCP or manually? (dhcp/manual) [manual]: Enter an IPv4 address for the
management interface [192.168.45.45]:172.16.10.10

Enter an IPv4 netmask for the management interface [255.255.255.0]: Enter the IPv4 default gateway
for the management:[data-interface] 172.16.10.1

172.16.10.1

1.lammle.com

Enter a comma-separated list of DNS servers or ‘none’ [208.67.222.222,208.67.220.220]:

Enter a comma-separated list of search domains or ‘none’ []: If your networking information has
changed, you will need to reconnect.

Setting DNS servers: 208.67.222.222 208.67.220.220

No domain name specified to configure.

Setting hostname as 1010-1.lammle.com

DHCP Server Disabled

Setting static IPv4: 172.16.10.10 netmask: 255.255.255.0 gateway: 172.16.10.1 on managementO
Updating routing tables, please wait...

All configurations applied to the system. Took 6 Seconds. Saving a copy of running network
configuration to local disk. For HTTP Proxy configuration, run ‘configure network http-proxy’

Okay, this next part is pretty important to nail down so pay attention here!
The first question you’ll get is if you want to use Firepower Device Manager
(FDM) or not. Since I’m using nothing but the FMC in this book, I’'ll say

to this.

The last question you’ll receive is about firewall mode. The devices can run



in layer 2 switch mode, called Transparent Firewall mode, or in layer 3
Routed Firewall mode. Although I need to demonstrate the transparent mode
for the objectives, routed mode is what most people go with in production
with a few exceptions—Iike a data center with east<>west traffic.

I’1l take the defaults of routed mode here so these devices will run as a layer 3
router:

Manage the device locally? (yes/no) [yes]: no
DHCP Server Disabled
Configure firewall mode? (routed/transparent) [routed]: Configuring firewall mode ..

I’ll verify the configuration with the . command:

show networ
> show network

Hostname : 1010-1.]Jammle.com

DNS Servers : 208.67.222.222

208.67.220.220
Management port : 8305
IPv4 Default route

Gateway : 172.16.10.1

==================[ management( |]=================== State
Channels
Mode
MDI/MDIX
MTU
MAC Address
[ IPv4 ] Configuration : Manual

Address : 172.16.10.10
Netmask : 255.255.255.0
Broadcast : 172.16.10.255

[ IPV6 ] Configuration : Disabled
: Enabled
: Management & Events : Non-Autonegotiation : Auto/MDIX
: 1500

: 5C:5A:C7:B8:E7:80

:::::::::::::::[ Proxy Information ]:::::::::::::::: State : Disabled
Authentication : Disabled

>

Last up, I'm going to add the IP address of my FMC so the device can be



brought into the manager. This is my 2500 FMC with the IP address
172.16.10.20. (We’ll get to my other virtual FMC soon.)

> configure manager add 172.16.10.20 cisco
Manager successfully configured.
Please make note of reg_key as this will be required while adding Device in FMC.

Believe it or Not, There’s Yet Another Way to Completely Reset a
Firepower Device

The gecure Frase COMmand overwrites the device by erasing all data on the

SSDs, which makes the data extremely difficult to recover! So you should
only execute a secure erase when decommissioning the device.

For the Firepower 2100, the software image is not erased, so you can still
boot into the ASA. For the Firepower 1000, the software image is erased, so
the device will boot into ROMMON, where you’d need to download a new
image if you were wanting to rebuild.

Changing the Admin Password If It’s Known

If you know your admin password and just want to change it from FTD on
the 4100/9300, you’d go into FXOS of the device. This next command isn’t
available on 1000/2100 series unless they’re running in ASA mode, not FTD.
First, type ;; to return to FXOS, and then use the

as shown here:

scope command to go into security

> exit

ftd1010-1# scope security

ftd1010-1 /security # show local-user
User Name First Name Last name

admin none

ftd1010-1 /security # enter local-user admin
ftd1010-1 /security/local-user # set password
Enter a password:

Confirm the password:

ftd1010-1 /security/local-user* # commit-buffer

Notice that after you change the password, an asterisk (*) appears before the
#, which tells us that there are changes that need saving. So, we’ll use the
commit-buffer COMmand here.



Again, the reason I added this info here is that if your 1000/2100 is running
ASA code, you can still use this command.
Shutting down the 1000/2100

You never just want to turn off or unplug a Firepower FTD device. From the
Firepower prompt (>), you can just use the . jown COmmand, which

gracefully shuts down the device, like this:

> shutdown

This command will shutdown the system. Continue?
Please enter ‘'YES’ or ‘NO’: yes

System is stopped.

It is safe to power off now.

Do you want to reboot instead? [y/N] n System is stopped.
It is safe to power off now.

You can do this from the FMC GUI as well.

Firepower Devices used in this book

For all the devices used in my lab, Table 6.1 shows the IP management
VLAN information. The FTD devices used are 1010s, 1150s, 4140s,
Firepower appliance. and vFTDs. The FMCs I’m using are two 2500s and a
vFMC. Be sure to make a note of these devices so you can follow along
through this book.

Since I already showed you the initial configuration of the 1010-1 FTD
device, and the others are the exact same process, I’ll configure them without
showing process output in this chapter.

On the left side of the table are the four FTD devices I’m using with the 2500
FMCs, and their management IPs that I configured for each device.

Lab Layout Information

Device IP Address Device IP Address FMC 2500-1 172.16.10.20 vEMC
10.11.10.205 FMC 2500-2 172.16.20.21 4140-1 10.11.10.207 FTD 1010-1
172.16.10.10 4140-2 10.11.10.209

FTD 1010-2 172.16.10.11 Firepower 10.11.10.210 appliance



FID 1150-1 172.16.10.12 vFTD-19 10.11.10.190
FID 1150-2 172.16.10.13 vFTD-20 10.11.10.200

I’ve configured the second 1010, 1150-1, and 1150-2 with the same manager
as 1010-1: the FMC 2500-1, which is 172.16.10.20. Now we’ll get to

bringing up a Firepower appliance.
7000/8000 Appliances

The default IP address on all Firepower FTD devices, appliances, and FMCs
is 192.168.45.45, so you can either HTTPS into the device using that IP or
change it via the CLI if you have your device or appliance set to the defaults.

However, I’m configuring a virtual appliance from scratch and configuring
the IPs that I want during the install. You’ll see how easy this is!

1. Go to your vCenter, choose your folder, and then deploy the OVF
template:
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2. Traverse to the folder where your files are stored.
3. You need to expand the tar.gz and then do it again on the .tar

file. For vCenter installation, choose the three files that are highlighted:
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4. Choose the folder you want to run the Firepower appliance from and name
the device:



Virtual machine name: FTD Appliance

Select a location for the virtual machine

v [y vesa.apslab
v B LammieDC

) CIFMC
» N
y EJ5E
> CIMGMT
» [ Templates
> EIvFTD6S

5. Choose the host you want to run the device on. When you hit Next, it will
validate the storage and memory:
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6. Accept the EULA, click Next, and then choose your type of provisioning.
7. Select your networks that are configured on your vCenter and then select
your disk format:



"

Select virtual disk format: Thin Provision
Thick Provision Lazy Zeroed

YW 308 POl Thick Provision Eager Zeroed
Nae Capﬂt Ty
3wl M BB 5B W

8. Set the password, FQDN, and DNS servers and then scroll down to finish
configuring the rest:

9. Here is where I’ll configure the search domain, IP address, mask, and
gateway for FTD appliance 21. After that, I’ll scroll down one more time:



' 05. Search Domains

06. IPv4 Configuration

07. IP Address

08. Netmask

09. Gaieway

10. IPv6 Configuration

DNS Search Domains

sigic iocal

IPv4 Configuration
Manual ¥|
[Pvd Address

10.11.10.210

[Pv4 Netmask

255.255.255.0

iPvd Gaileway

101104

IPv6 Configuration

10. I’1l then choose the detection mode. I’ll be using Inline detection mode in
this book, which allows us to drop inspected packets.
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Let’s talk about this for a bit before we move on.

Passive NGIPS Modes
Think of passive detection mode as more of an IDS instead of a needed IPS,
except that it won’t drop any traffic.

In a passive IPS deployment, the Firepower system monitors traffic flowing
across a network using a switch SPAN or mirror port. The SPAN or mirror
port allows for traffic to be copied from other ports on the switch. This
provides the system with visibility within the network without being in the
flow of network traffic.

When configured in a passive deployment, the system can’t do certain actions
such as blocking or shaping traffic. Passive interfaces receive alltraffic
unconditionally and no traffic received on these interfaces is retransmitted.

Inline NGIPS modes

In an inline IPS deployment, you configure the Firepower system
transparently on a network segment by binding two ports together. This
allows the system to be installed in any network environment without the
configuration of adjacent network devices. Inline interfaces receive alltraffic
unconditionally, but all traffic received on these interfaces is retransmitted
out of an inline set unless explicitly dropped.

Now, back to configuring out virtual appliance:

11. Okay—once I’ve selected Inline shown in the figure, I’ll set the FMC
address that will manage this appliance and add the registration key. This key
will be used in the configuration when the appliance is brought into the FMC:

12. Now I’m going to click Next and then let the appliance install for 20
minutes or so. Later in this chapter, I'll bring the appliance into the FMC so I
can finish configuring the device and detection mode of the appliance.

13. Notice that I set the FMC address that the Firepower appliance will
connect into as 10.11.10.215 with a registration key of cisco. Well, that’s
wrong, but since I’ve already saved and powered up the devices, I’'m just
going to redo that quickly from the CLI:



NOTE: After I installed the device, I noticed that I set the manager with the

wrong IP, so I just went to the console and typed the following:
> configure manager delete
> configure manager add 10.11.10.205 cisco

Okay, now the Firepower appliance is ready to go into its FMC, but before
we do that, let’s create a couple of virtual FTD devices.

Virtual FTD on vCenter

This is pretty much the same as the appliance installation above with some
small but important differences. Let’s take a look: 1. Go to your vCenter,
choose your folder, and then deploy the OVF template:

2. Travers to the folder where your files are stored. You need to expand the
tar.gz and then do it again on the .tar file. For the virtual FMC vCenter
installation, choose the three files that are highlighted:
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Virtual machine name: vf1D 20

Select 3 location for the virtual machin.

Vv [ Vesaapslab
v £ LammleDC
y EIFNC

» O
» CJSE
) EIMGMT

) [ Templates
) C1VFTD 65




4. Choose the host you want to run the device on. When you click Next, the
storage and memory will be validated: 5. Accept the EULA and press Next.
6. You now get to choose how many cores and how much RAM you’ll use.
Choose your option and click Next:

Select  Geployment configuration

Select virtual disk format Thin Provision

e Thck Proviion Eager Zeroed

Nan Capac 1

s B MR 5B W

7. Choose your disk provision type:

8. Now choose your network interfaces. This can be a bit tricky. For example,
the ports listed as G0-4 and GO0-5 are my interfaces g0/1 and g0/2 on the
device.



These will be my inside and outside interfaces.
Each device may be different, so you have to keep trying this until you get it
right:
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Notice above that I set the management VLAN on two interfaces. You need
to do this as well.
9. Here, I’'m going to set the password and DNS servers, but



Password admin password
pagsword Tl
anﬂrm T
Bazzword
v 2. Network 13 settings
01. Hostname Fully Qualified Domain Name
fio20 sfgic local
02. DNS1 Primary DNS Server
1011250
03.DNS2 Secondary DNS Server
g888
04. DNS3 Tertiary DNS Server v



I won’t configure anything else because this way, I can show you how to get
this done via the CLI instead.

At this point I just clicked Next and then powered on the device, so I haven’t
finished configuring the device yet.

Before we bring all the devices into the FMCs, let’s take a look at the CLI of
the FTD devices and finish configuring the vFTD 20.

CLI of the FTD Devices

I also want you to check out the CLI of the various FTD devices that I have
configured in this chapter so far. Just remember that the 4100/9300s were
covered in Chapter 5 already, so they’re all set and ready to go into their
FMC.

I’ll start by fixing the virtual FTD 20 from the CLI because I’ve only set the

password and DNS server on this device so far. After I log in, the o v network

command provides the defaults I talked about. The greater than sign (5) lets
you know you’re in FTD:

> show network

===============[ System Information |===============
Hostname : ftd.sfgtc.local

DNS Servers : 10.11.11.250

8.8.8.8
Management port : 8305
IPv4 Default route

Gateway : 192.168.45.1

Channels

Mode

MDI/MDIX

MTU

MAC Address : Enabled

: Management & Events : Non-Autonegotiation : Auto/MDIX
: 1500

: 00:50:56:A7:8C:34

[ IPv4 ] Configuration : Manual
Address : 192.168.45.45




Netmask : 255.255.255.0
Broadcast : 192.168.45.255

Here is how you configure the IP information and hostname from the CLI of
any type of FTD device:

> configure network ipv4 manual 10.11.10.200 255.255.255.0 10.11.10.1 Setting IPv4 network
configuration.

Network settings changed.

> configure network hostname ftd20.sfgtc.local

> show network
===============[ System Information |=============== Hostname : ftd20.sfgtc.local DNS
Servers : 208.67.222.222

208.67.220.220
Management port : 8305
IPv4 Default route

Gateway : 10.11.10.1

Channels

Mode

MDI/MDIX

MTU

MAC Address : Enabled

: Management & Events : Non-Autonegotiation : Auto/MDIX
: 1500

: 5C:5A:C7:B8:E7:80

[ IPv4 ]
Configuration : Manual
Address : 10.11.10.200

Netmask : 255.255.255.0
Broadcast : 10.11.10.255
[ IPV6 ]

Now I also need to set the FMC address that the device will be managed from

with the configure manager add COMmand: And this can be verified with the g,

managers COMMmand:

> show managers
Host : 10.11.10.205
Registration Key : ****
Registration : pending
RPC Status :

>



Also, the default firewall mode of the FTD devices is Routed, but because I
want to make this a transparent device, I’ll cover the objectives with you:

> show firewall
Firewall mode: Router

To change the firewall mode, use the yyfigure firewallcommand:

> configure firewall transparent
The firewall mode cannot be changed when a manager is configured.

I need to delete the configured manager first:

> configure manager delete

Manager successfully deleted.

> configure firewall transparent

This will destroy the current interface configurations, are you sure that you want to proceed? [y/N] y

Now I just need to add the manager IP address back in and I’ll have a layer 2
FTD device in the network:

Basic FITD CLI Commands

This short section will have you practice some basic FTD CLI commands
that are important for the exam objectives, such as troubleshooting.

Log in to the console of your FTD and type the following commands. Even
though they won’t provide much output at this time in your configuration,
they’ll be useful later:

> show ?

>show running-config
>show route

>show logging

>show interface ip brief
>show firewall
>configure ?

To get to the LINA CLI, type the following, and then run through some basic
commands:

> system support diagnostic-cli

firepower>enable

Password: (press enter)

firepower# term pager 10 (this stops the commands from rolling) firepower# show run access-list
firepower# show run snmp-server

firepower# show run int

firepower# show run int g0/1



firepower# exit
firepower>exit

CLI Troubleshooting commands

Cisco exams love to verify you understand how to troubleshoot a device and
the Firepower exam is no different. Although we are dedicating a huge
chapter 22 to troubleshooting, just get familiar with these commands for now,
so be sure and run through them but just understand that I’1l dig into more
detail on these in chapter 22.

First, the system support firewall-engine-debug utility has an entry for
each packet being evaluated by the ACP and is used to generate firewall
debug messages on a Cisco Firepower sensor. This also shows the rule
evaluation process taking place, along with why a rule is matched or not
matched. Here is an example:

Back in the FTD prompt type this command:

> system support firewall-engine-debug
Please specify an IP protocol: tcp

Please specify a client IP address: 10.17.117.20
Please specify a client port: 23

Please specify a server IP address: 10.11.11.250
Please specify a server port: 21

Monitoring firewall engine debug messages

AC

Caught interrupt signal

Exiting.

Also, starting in version 6.2 and above, the system support trace tool can be
run. It uses the same parameters but includes more details in the output. Be
sure to enter ‘'y’ when prompted with “Enable firewall-engine-debug too?”.

> system support trace
Enable firewall-engine-debug too? [n]: y
[output cut for now until chapter 22]

Lastly, here is an ASA old faithful and favorite CLI command of mine is the

packet tracer command.
> packet-tracer input inside tcp 10.17.117.20 25 10.11.11.250 80

Phase: 1
Type: CAPTURE



Subtype:

Result: ALLOW

Config:

Additional Information:

MAC Access list

Phase: 2

[output cut for now until chapter 22]

Download the Advanced Troubleshooting File from the GUI

Important! You need to know how to download a troubleshooting file from
the CLI and the GUI, so let’s look at both ways.

Again, just giving you a taste of what you need to know for the objectives,
but I want to quickly show you one more thing, and that is the same
commands can be found in the GUI

Go to Devices>Device and click on the Troubleshooting tool for the
appliance/sensor/device:

g O R

You’ll end up at Health Monitor, where you can click on advanced
Troubleshooting




Health Honitor

Now you can find the tabs for helping you troubleshoot your devices from the

vared Toubesteot

Advanced Tout

M

ACDUTTTR ThreakDefonse LU PocketTracer  Captunew/Trace

Download the Advanced Troubleshooting File from the CLI

TIP: Pay Attention here
Enter the following command on Firepower devices/modules and virtual



managed devices in order to generate a troubleshoot file:

> system generate-troubleshoot all

Starting /usr/local/sf/bin/sf_troubleshoot.pl...
Please, be patient. This may take several minutes.
The troubleshoot option code specified is ALL.
Troubleshooting information successfully created at
/var/common/xxXxxxx.tar.gz

Did you notice in the last line above where the file is stored? I know I did!

Okay! Now that we’ve installed and provided the initial configuration of the
various devices, (including the 4100s in chapter 5), and had some initial fun
with the CLI, let’s add the devices into their prospective managers.

Adding the 1010s and 1150s to the 2500 FMC

We have the FTD 1010s and 1150s configured and ready to go into their

manager. The next table is a reminder of the IPs for these devices in the
172.16.10.0 network.

I’'m going to log in to the FMC to bring these already-configured devices in
now. Again, the following table shows the devices along with the
corresponding management IPs for each one:

172.16.10.0 Firepower Devices

Device IP Address

FMC 2500-1 172.16.10.20
FMC 2500-1 172.16.20.21
FTD 1010-1 172.16.10.10
FTD 1010-2 172.16.10.11
FTD 1150-1 172.16.10.12
FTD 1150-2 172.16.10.13

We’ll start with the 1150s... shown below is the configuration for 1150-1
required to bring it into the 2500-1 FMC.

Once I choose Add Device on the Devices page, I then apply the IP address



and the name and the registration key of ... Since this is a new FMC, I had
to create a new Access Control policy (ACP).

When you add your first device, you’ll always be asked to create a new ACP
because you just can’t add a device without an Access Control policy (ACP)
attached at any time.



Add Device

Host:

Display Name:
Registration Key:*
Group:

Access Control
Policy:*

Smart Licensing
Malware

Threat

URL Filtering

Advanced
Unique NAT ID:*

Transfer Packets

172.16.10.12

1150-1

cisco

INone v

Create new policy

0 On Firepower Threat Defense devices version 6.2.1 onwards, AnyConnect

VPN licenses can be enabled from smart license page

Access control policy Is required.

Cancel




You also need to name the ACP and then choose a default action.

The default action is the rule found at the end of your layer 7 ACP rule set,
and you can see this in the figure below. If you choose Block All Traffic, it
will add a gepy 1p any any tO the end of your ACP, and Intrusion Prevention will

add a permit 1p any any @long with an IPS policy of Balanced Security and
Connectivity.

We’ll cover the IPS policies in detail later on in Chapter 12, “Intrusion
Prevention System (IPS) Policy.”

Notice I used Intrusion Prevention because, for now, I want a t

permit IP any any a
the end of my list. It really doesn’t matter which one you use right now, as
long as you understand the difference!

Finally, I’ll click to add my licenses and then click Register.

Lastly, you need to understand that the Transfer Packets check box is enabled
by default. You’ll usually want this enabled because it means that when an
IPS event occurs, the packets of the file that triggered the event will be
transferred and stored on the FMC. This is an important factor needed for
Network Analysis.

Even so, you might want to disable it if your device is located across a long
slow WAN link and you don’t have enough bandwidth to handle all the
packets.

Once the first device shows up on the Devices page and starts the registration
phase, the FMC will deploy the basically empty ACP to the device:

1150-1 FTD on Firepower Base, Threat (2
172.16.10.12 1150 o more...) Mowe .

While that’s happening, I can go and bring my second 1150 into the FMC.
I’ll add the IP, name the FTD device, add the registration key and the ACP,
choose my licensing. and then click Register.

Once both 1150s are in the FMC, we can highlight over the name to get some



information.
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From the screen we can see both devices are Routers and running 6.5.0 code.
Also, both have the ACP deployed:

Once I add the 1010s in, the devices’ pages will provide all the information
about the devices, along with their health, which shows all good here because
we have a green check mark on the left. Check it out:



1010-1 FTD on Firepower Base, Threat (2 "
< 172.16.10.10 - Routed 1010 540 WA oy EMC2500-ACP J B X

FTD on Firepower

1010-2 Base, Threat (2
172.16.10.11 - Routed 1010 more...

6.4.0 N/A FMC2500-ACP P 1 R

Base, Threat (2
more...)

1150-1 FTD on Firepower

172.16.10.12 - Routed 1150 6.5.0 N/A

FMC2500-ACP J R

1150-2 FTD on Firepower Base, Threat (2 ?
172.16.10.13 - Routed 1150 6.5.0 N/A o) FMC2500-ACP J B R

Now that we have our 2500s with our four FTD devices being managed and
ready to be configured, let’s go over to my virtual FMC to bring in the four
FTD devices and one Firepower appliance into that manager.

Adding the Firepower Appliance, 4140s and vFTDs into the
Virtual FMC

Now that the 1010s and 1150s are in the 2500 FMC and ready to be
configured, let’s add the Firepower appliance, the 4140s, and the vFTDs into
the virtual FMC. In the next section, we’ll configure all of the IP addresses
and routing for all devices.

The devices in this section are all in the 10.11.10.0/24 management VLAN.
Remember that I already installed the Smart and Classic Licenses, (Classic
for the appliance), on the vEMC in Chapter 4. This must be completed before
you can add devices!

The table below shows the management IPs for all the devices in the
10.11.10.0 management VLAN.

Device IP Address

vFMC 10.11.10.205

FTD 4140-1 10.11.10.207

FTD 4140-2 10.11.10.209
vFTD-19 10.11.10.190

vFTD-20 10.11.10.200

Firepower Appliance 10.11.10.210

Let’s start by adding the Firepower appliance with 10.11.10.210 as its
management [P into the vPEMC of 10.11.10.205.

From the FMC, go to Devices>Add>Device:



: [ ) Add ~

) Device
2 High Availability

Now you enter the IP address of the device you want to add into the FMC. In
this example, I'm adding the Firepower appliance with IP 10.11.10.210. I
named the device and then added the registration key that’s the same on all
devices: cisco:

Add Device

Host: T 10.11.10.210

Display Name: Firepower_Appliance

Registration Key:* cisco




When you add your first device, you will be asked to create a new ACP, just
like in the previous section.

Notice I used Intrusion Prevention because again, because I want a permit IP
any any at the end of my list:

New Policy
Name: ly,EMQ&Q‘AQE
Description: 37
Select Base Policy: [None iv
Default Action: Block all traffic ' ® Intrusion Prevention Network Discovery

——T

My final configuration is below. Notice I added the licensing to the device.
The Group field allows you to create administrative folders to put your
devices into. If you have dozens of devices in lots of locations, this makes
administration much easier!



Add Device ?7 X

Host: 7T 10.11.10.210

Display Name: Firepower_Appliance

Registration Key:* cisco

Group: None e
Access Control Policy:* | VFMC20-ACP o
Smart Licensing

Malware v

Threat L4

URL Filtering L)

Advanced

Unique NAT ID:7

Transfer Packets v

@ On Firepower Threat Defense devices version 6.2.1 onwards, AnyConnect
VPN licenses can be enabled from smart license page

Register } [ Cancel

Now that the appliance has been added into the FMC, if I go to
System>Licenses>Classic Licenses, I can see that the Classic License is
now in use. In the previous Add Devicefigure, it actually said Smart
Licensing, which was not the case as you can see here:



Maximum VirtualDevice64bit Licenses

Protection (Used) 1 (1)
Control (Used) 1 (1)
URL Filtering (Used) 1 (1)
Malware (Used) 1 (1)
VPN (Used) 0 (0)

Maximum Cisco Firepower Management Center for VMWare Licenses

Firepower Host (Used) 50000 (0)

Firepower User (Used) 50000 (0)

Okay—so let’s go ahead and add the other devices: two 4140s and two
vFTDs. Here’s the page for the 4140-1. There’s no need to show you all of
them being added into the FMC because they’re all configured the same way:



Add Device ? X

Host: 1 10.11.10.207

Display Name: 4140-1

Registration Key:* cisco

Group: None e
Access Control Policy:* VFMC20-ACP v
Smart Licensing

Malware L4

Threat v

URL Filtering v

Advanced

Unigue NAT ID:™

Transfer Packets

S

Q On Firepower Threat Defense devices version 6.2.1 onwards, AnyConnect
VPN licenses can be enabled from smart license page

l" Register | ' Cancel J

Finally, I have all five devices into the FMC and showing in the Devices
page. If this was a production network, I might add a folder called Groups
into the page just to administratively break up the devices by type. I typically
use Groups when I have a customer with hundreds of sites, and I’ll create a
Group for each location for easier management.

Now that all our devices are in their prospective FMCs and ready to be
configured, let’s add the IPs and routing for each routed device— all of them
except the vFTD20 appliance:



[ Firspower. Appilance NGIPSy for VMware 650  N/A e ananil =Y J AR
vy ‘{m?g.lio - Rovitad FTD for VMWare 6.5.0 N/A Base, Threat (2 more...) VEM -ACP & 3 R
B o et FTD for VMWare 650  NA Base, Threat (2 more...)  VEMC20-ACP s BR

Configuring the IPs on the 172.16.10.0 Devices

In this section, we’ll get started by configuring the 1150s first. Go to
Devices>Device Management to see all your devices:

(verview  Analysis Polcies JTEEY Ooject

Device Management ~ NAT  VPNv QoS Plat

From the Devices page, click the pencil on the far right to choose the device
you want to configure. You can delete the device from here or go in to
troubleshooting:



Clicking the pencil will open these tabs to configure your Firepower device:

1150-1

Cisco Firepower 1150 Threat Defense

Device Routing Inline Sets DHCP SNMP

The default landing page is the Interfaces page, and there’s a lot to configure
here! Below is the page shown under the Interface tab of the 1150-1.
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There are 12 Ethernet ports and a management port, which is the only port
enabled by default.

The 1150s are relatively new devices, and all the ports can run 10/100/1000.
However, ports 1/9 and 1/11 can actually run 10 Gig, so those are the ports
I’m going to use and configure. I’1l click the pencil next to those ports to
configure them, but before I do, I want to talk about security zones.

Security Zones

ASAs are configured as security level firewalls and the higherlevel interfaces
can automatically go out lower-level interfaces. For example, inside
interfaces default to100 and outside interfaces default to 0. This means that
inside hosts can go out (and back in because of stateful inspection), but a host
from the lower-level interface can never initiate to the inside by default. This
worked well for nearly two decades!

But Firepower is a zone-based firewall, which allows for more security and
flexibility in your configuration. Think of zones as property, and to get to
another property, you’d need to cross a fence by asking for permission. There
are no defaults on Firepower interfaces like the ASA had—everything is
considered equal, and all have to be configured to allow packets from one
zone to another.

Interface objects segment your network to help you manage and classify
traffic flow. An interface object simply groups interfaces. These groups may
span multiple devices, and you can also configure multiple interface objects
on a single device.

There are two types of interface objects:
* Security zones—An interface can belong to only one security zone.

» Interface groups—An interface can belong to multiple interface groups, and
to one security zone.

You only use interface groups in FTD NAT policies, prefilter policies, and
QoS policies.

Interfaces Tab



Opening an interface brings up even more tabs that we can use to configure
this particular interface. Let’s take a look at some of them now:

IPv4 IPv6 Advanced Hardware Configuration

From the General tab, the first thing you definitely don’t want to forget is the
Enabled box, which is the ., ¢udown COMmand. A lot of people do, so if you

forget to enable this and deploy, you’ll have to go back to enable it and
completely deploy again:

From here you can name it as I did. I’'m only using two interfaces on this
device—an inside and outside, so the configuration is pretty simple. Notice
that I created and set a zone called Inside here.
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From the IPv4 tab, enter the IP address of the interface along with the subnet
mask:



Next you can configure an IPv6 configuration from the IPv6 tab, but I’'m not
going to do that here. I’'m also going to skip the Advanced tab until we get to
the Platform policy in Chapter 19, found in the Volume II book.

The Hardware Configuration tab isn’t used so much. The default on the 1/9
and 1/11 ports is 10gbps but understand that these can only be set down to
1Gbps — so good troubleshooting spot to remember! All the other ports can
be set to 10/100/1000:

Edit Physical Interface

General IPv4 IPv6e Advanced L ELGELCRe IRl

Duplex: full v
Speed: 10gbps v
10gbps
1gbps

For the objectives, remember that the only thing that is requirement when
configuring a routed interface with FTD is Speed and Duplex — that’s it.

Integrated Routing and Bridging (IRB)

A lot of my clients want lots of physical interfaces configured to belong to
the same VLAN. To make this happen for them, I use a cool feature called
IRB because it lets users configure bridge groups when in routed mode.

IRB also allows devices to carry out L2 switching between all interfaces, and
all bridge groups must have a Bridge Group Virtual Interface (BVI) that you
have to configure an IP address for. FTD will use the BVI address as the
source address for packets coming in from the bridge group, and keep in
mind that this address has to be located on the same subnet as the connected
network is.

The BVI IP address is a must to allow IPv4 traffic, but you also have to at
least configure the link-local addresses for IPv6. I typically go with a global



management address because doing that lets me carry out remote
management plus other key tasks.

You’ve also got to name the BVI for routed mode to work because your
bridge group will be secluded and behave as though it were in transparent
firewall mode if you don’t. In addition, you’re not allowed to create Access
Control policies to the BVI, and you can’t hook it up to a security zone either.
Instead, I typically place my AC policy on bridge group member interfaces
dependent on which zone they’re in.

Okay—with that, here’s how to simply configure a BVI: 1. Select
Devices>Device Management and click the pencil edit icon for your FTD
device. The Interfaces tab will be the default screen.

2. Choose Add Interfaces > Bridge Group Interface.

3. From the Interfaces tab, choose the interfaces you want included in the
BVI:

4. If in Routed mode, enter a name up to 48 characters in length in the Name
field.

Again, you absolutely must name the BVI if you want to route traffic outside
the bridge group members—to the outside interface or to members of other
bridge groups! I tried to write that last sentence more dramatically, but that’s
all T have.... also, the name isn’t case-sensitive.

5. In the Bridge Group ID field, enter the bridge group ID between 1 and 250.
Notice I just started with 1.

6. In the Description field, enter an optional description for this bridge group
Pretty simple really. Speaking of simple, now let’s configure a DHCP server
on my 1150 FTD device.

Configuring a DHCP Server

From 1150-1 I’ll set a DHCP for my internal network. It’s relatively simple.
From the device management page, just click on the DHCP tab:



Device Routing Interfaces Inline Sets m SNMP

» DHCP Server
DHCP Relay
DDNS

Ping Timeout 50
Lease Length 3600

Auto-Configuration

Interface

Override Auto Configured Settings:

Domain Name Lammle.com’
Primary DNS Server ﬂ\)
Secondary DNS Server v O

Notice that I added the domain name, and I want to add my DNS servers. I
can’t do this with an IP address—I must create objects and add only the
objects into this section.

So, I’m going to create two objects here: one for Google DNS and one for
Cloud Flare out of Australia (1.1.1.1). Here’s an example of creating the
Google DNS object:



New Network Object

Name Google-DN

Description

hebvork () Host Range Networ

You can see the domain and two DNS objects there at the upper left. From
here, scroll down and click Add Server.
Add the interface you want to use to hand out addresses and create your

address pool:



Intefce* Insie v
Adress ool (16A050-0206400  (22210-202.0)

s |

R




Last, don’t forget to enable the DHCP server! Easy to miss. If your DHCP
server needs to reach remote networks, go with the DHCP Relay
configuration.

Configuring Routing

Although I am going to configure routing for my devices listed here, this isn’t
a process I’ll demonstrate at this point on the 172.16.10.0 devices. I’ll detail
that process coming up soon in the next configuration for my 10.11.10.0
devices. There’s no need to duplicate the process in this book; just pay
attention when you get to that section and know that I performed the
configuration here as well as there.

Verifying the Configuration from the CLI

Of course, we verify from the GUI, but it’s important to understand that you
can type in almost everything at the CLI of the FTD that you could from an
ASA, so let’s work through a few commands. Notice I’'m at the FTD prompt

>).

The show interface
with the command? Doing this will succinctly show the 1,4, configured

command is useful, but did you catch that I used a zone name

interface information and statistics:

> show interface inside
Interface Ethernet1/9 “Inside”, is up, line protocol is up

Hardware is EtherSVI, BW 10000 Mbps, DLY 10 usec
MAC address 6¢8b.d327.66ac, MTU 1500
IP address 172.16.10.1, subnet mask 255.255.255.0

Traffic Statistics for “Inside™:

61716714 packets input, 10845422498 bytes

128505161 packets output, 172723677237 bytes

299867 packets dropped

1 minute input rate 140 pkts/sec, 10557 bytes/sec 1 minute output rate 523 pkts/sec, 718422 bytes/sec 1
minute drop rate, 1 pkts/sec

5 minute input rate 134 pkts/sec, 12960 bytes/sec 5 minute output rate 389 pkts/sec, 520221 bytes/sec 5
minute drop rate, 1 pkts/sec

Oh, and because I’m in the FTD, it’s important to use detailed commands



since we can’t use the terminal pager command as we did with the ASA. This
is used to prevent the output from displaying more than one page at a time.

Notice that when I used the show run command, the command must be the
full command! I then added the detailed information to check out interface
E1/9:

> show running-config interface Ethernet 1/9
1

interface Ethernet1/9

nameif Inside

cts manual

propagate sgt preserve-untag

policy static sgt disabled trusted
security-level 0

ip address 172.16.10.1 255.255.255.0

Unlike with the IOS using the show ip interface briefcommand, the ASA and FTD use show

interfaces ip brief to provide interface information:

> show interface ip brief
Interface IP-Address OK? Method Status Protocol Internal-Data0/0 unassigned YES unset up up

Ethernet1/1
[output cut]

Ethernet1/9 Ethernet1/10 Ethernet1/11 Ethernet1/12 Internal-Control1/1unassigned YES unset up up
Internal-Datal/1 169.254.1.1 YES unset up up Internal-Datal/2 unassigned YES unset up up
Management1/1 unassigned YES unset up up >

And last up, here’s the

> show route
unassigned YES unset admin down down

show route cOMmand output displaying the routing table:

172.16.10.1 YES manual up up unassigned YES unset admin down down
192.168.227.2 YES manual up up unassigned YES unset admin down down

Codes: L - local, C - connected, S - static, R - RIP, M - mobile, [output cut]

Gateway of last resort is 192.168.227.1 to network 0.0.0.0 L 172.16.10.1 255.255.255.255 is directly
connected, Inside C 192.168.227.0 255.255.255.0 is directly connected, Outside L. 192.168.227.2
255.255.255.255 is directly connected, Outside

S*0.0.0.0 0.0.0.0 [1/0] via 192.168.227.1, Outside C 172.16.10.0 255.255.255.0 is directly connected,
Inside
>



Now that we have the IPs, zones, and routing configured on the devices in the
172.16.10.0 network, let’s add the 10.11.10.0 devices into their FMC and do
the same.

Configuring the IPs on the 10.11.10.0 Managed Devices

Look back to Table 6.3 for a handy reminder of all the devices I have in the
vFMC. Counting the devices in the 2500 FMC plus this virtual FMC sums up
as an impressive number of devices for this book for sure! You just won’t
find anything like this in another book.

Next, I’m going to show you the configuration of the Firepower appliance
since it’s unlike the other devices, and then I’ll demonstrate the configuration
for the 4140-1. I’m going to go ahead and configure the others without
showing the output because they are all the same configuration—with
different IPs of course!

When I click on the pencil for the Firepower appliance, I’ll be taken to a
screen with only three tabs. There really isn’t much to configure here because
I already configured the box to Inline mode when I installed the appliance:

You can configure your device in either a passive or an inline IPS
deployment. In a passive deployment, the system is positioned out of band
from the flow of network traffic so it can’t stop or drop bad traffic.

Firepower_Appliance

NGIPSv for VMware

Name Security Zones Used By MAC Address

33 ethl Internal Default Inline Set ©8:50:56:a7:8b:d7

E eth2 External Default Inline Set 80:50:56:a7:F9:6b

But in an inline deployment like I have here, you configure the system
transparently on a network segment by binding two ports together in an inline
pair. In the screen below, the device I’ve installed can only run in
Transparent Firewall mode:



Edit Interface ) X

securty Zones  Internal v

Inline Set: | Default Inine Set Y

Erabled:

l Save H Cance l

If you need to, make any changes here and then press Save. Choose Add
Inline Set and then add the two ports for your pair. Since I only have two
enabled ports, I can only choose the defaults:



Name: FP Appliance_Inline-1

| Add all

Once I’ve chosen my security zone and inline set, I’ll move on to the
Advanced tab:

ESEI[ES =2




Edit Inline Set ) X

Genera Advanced

Tap Mode: |
Propagate Link State;
Transparent Inline Mode:

Strict TCP Enforcement:

[ OK ][ Cancel ]

Here’s a brief look at the options on this page:

Tap Mode
This option restricts the inline pair to viewing the data and reporting only. It
doesn’t enable blocking or denying any packets.



Propagate Link State

A useful option in the event you lose one side of the link switch port.
Propagate Link State informs the other side of the inline pair that the data link
has lost its connection.

Transparent Inline Mode

The only option on by default, Transparent Inline Mode enables the device to
act as a “bump in the wire,” meaning the device will forward all the network
traffic it sees, regardless of its source and destination.

Strict TCP Enforcement

This option allows the inline pair to look for and deny any traffic that doesn’t
start with a TCP 3-way handshake.

From this current page, I’ll click OK and then see this.

Device  nterfaes

Dl e S el el

Okay- now let’s look at the 4140.

I want to point out the lack of interfaces even though the 4140-1 is an eight-



port device. That’s because we only see the interfaces that we’ve actually
configured and enabled in the Chassis Manager.

You should also notice that interface 1/3 is already enabled because it was
configured in FXOS as my management port.
Here’s a short list of the IPs:

Interface Zone IP Address
1/1 Inside 10.17.117.1/24
1/2 Outside 10.11.12.170/24

Let’s configure them now by clicking on the pencil to the left of each
interface.
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When I clicked on the pencil for E1/1, I received this screen for configuring
the interface:



Edt Physical Interface
;

P D6 dhare

Nime: e ! Erabe

Description

Mode: None v

Securty Zone; v

..........................................................................................................

Interface ID:




Notice the four tabs. From the General tab, I’ll choose the name and create a
zone, (or add an existing zone), then I proceeded to click on the IPv4 tab and
enter the IP:

General m IPv6 Advanced

IP Type: Use Static IP b

IP Address: 10.17.117.1.24

I’ll cover the Advanced Tab when we configure the Platform Settings policy,
so for now I’ll just configure 1/2, the outside interface. Notice that I didn’t
forget to enable the interface in the check box on the upper right side. It’s too
easy to do, so make sure you don’t forget either.



CIOEIR P TG Advanced

Name: st U Enabled
Descripton

Mode: }me h

Securty Zone bm@ ‘;

Iterface ID: Etheret])]

i @ﬁm (4018

I’1l edit the outside interface by adding the IP address and mask on the IPv4




tab:

Genera [Pv6  Advanced

1P Type: iUse otaic P Y

P Addess 0ALI4704

After the IPs are set on 1/1 and 1/2, I also enabled 1/8. I didn’t perform any

other configuration on that port because it’s going to be my HA interface, so
you just need to enable it.

Here’s another place you need to remember to go to the upper right and click
Save.
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Now, you’ll want to check out the 4140-2 Interface page as well after
configuration and verify the IP’s.
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At this point, I'm going to go ahead and configure the virtual FTDs 19 and 20
the same way, using the addressing I’ve documented.

Configuring Routing



Configuring routing in the Firepower system is really simple and
straightforward. You don’t even have to understand routing well to make this
work, which was actually the idea!

For this book, I’'m going to use OSPF and static default routing on all
devices. To configure OSPF, click on the Routing tab and the first protocol
listed is OSPF—the version required for IPv4.

o
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This screen will only provide two processes numbers: 1 and 2, and you can’t
use any other ones.

OSPF process IDs are irrelevant numbers anyway, and typically, the defaults
work for most networks. Still, detailed configuration for advanced OSPF



networks is available if you need it.

Okay—so after you choose a process ID, the default Internal Router works
just fine, and I then clicked on Add down on the right. Doing this allowed me
to add the networks of 0.0.0.0 with an object called any-ipv4:

The only change I had to make was the Area ID, which for some reason is set
to 1 by default even though most routers use area 0 by default. After that
simple change, I just clicked Save.

Then, to also create a static route, I clicked on Add Static Route
Configuration on the left-hand side to add my default zone and networks.
Again, the value is just 0.0.0.0 since it’s a default route:



Add Area
Range  Virtual Link

OSPF Process: v
vald* 4-7'
Area Type: Normal v:

Summary Stub - Redistribute . Summary NSSA - Default Information orig

Metric Value:
Metric Type: 2 \
Avalable Network ¢ ©) Selected Network
.‘ Search i any.ipv4 ﬁ
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Last, I configured the next hop address in the Gateway field and that’s it!
Now we have routing set up and configured on our router.



}Add Static Route Configuration

Type: * Ivd TPV

Interface* ]_Outside _‘ v |

Available Network € (4] Selected Network
4 Search i any-ipv4

i IPV4;Bench mark-Tests

5 [Pv4-Link-Local

2 IPv4-Multicast b
5 [Pv4-Private-10.0.0.0-8

5 [Pv4-Private-172.16.0.0-12

5 [Pvd-Private-192,168.0.0-1

= IPv4-Private-All-RFC1918

i [Pv6-to-IPv4-Relay-Anycast

Gateway* | 10.11.12.] ¥|0



Device Tab

There’s one more tab that’s important and it must be addressed for each
device you add—the Device tab.

First, on the right side, you can add or delete unused licenses for your device.
You can also manage the licenses for the device from the System>Licenses

page:
Overview Analysis Policies JsISWISE0 Objects AMP Intelligence

Device Management NAT VPN v QoS Platform Settings FlexConfig Certificates

4140-1

Cisco Firepower 4140 Threat Defense

m Routing Interfaces Inline Sets DHCP

General St License &
Name: 4140-1 Base: Yes
Transfer Packets: Yes Export-Controlled No

Features:
Mode: routed
Malware: Yes
Compliance Mode: None
Threat: Yes
TLS Crypto Acceleration: Enabled
URL Filtering: Yes
AnyConnect Apex: No
AnyConnect Plus: No
AnyConnect VPN Only: No

When you click the pencil on the General menu here, you can’t do much
other than change the name. However, you can disable Transfer Packets if
you no longer want to receive IP packets when a Snort event occurs.

Last, there’s actually a hidden command that allows you to deploy to a device
even when the device is “up to date” and you can’t deploy policy with the
Deploy command:



General ? X
Name:: 4140-1
Transfer v
Packets:
Mode: routed
Compliance None
Mode:
Force Deploy: »

Save \ l Cancel \

Now I have to tell you that I’ve never found any use for this hidden
command, meaning that deploying when the devices are already up to date
hasn’t ever solved any issues for me.

Okay—so scrolling further down the page provides a few more options for us
when managing our device. For most devices, the System menu provides a
helpful Shutdown and Restart button for the FTD device, but for the
4100/9300, this can only be done from the Chassis Manager.

Do keep this in mind for all your other devices though. The Health and
Management menus provide information as well as a way to stop our FMC
from temporarily managing the FTD device.
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Scrolling further, we can now get inventory details and information about the



policies that are applied to our devices. This is a new and very useful feature
included starting in the 6.5 code, so if you’re looking at a previous, older
code version, you won’t see these.

Inventory Details ¢ Applied Policies
Cpu Type: CPU Xeon ES series 2300 MHz Access Control Policy: VEMC20-ACP
Cpu Cores: 2 CPUs (72 cores) Prefilter Policy: Default Prefilter Policy
Memory: 137864 MB RAM SSL Policy:
Storage: NA DNS Policy: Default DNS Policy
= 5 https://A4140- Identity Policy:
Chassis Url: 1.sfg 144
Nat Policy:
Chassis Serial Number: JAD2052043V
Platform Settings Policy:
Chassis Module Number: 3
NGFW QoS Policy:
Chassis Module Serial NA
Number: FlexConfig Policy:

I have absolutely found the Applied Policies section to be really helpful!
Even though we don’t really have much applied yet, we will later on. Just
wait, you’ll see!

Scrolling all the way to the bottom, we find one more section— the
Advanced menu with the Automatic Application Bypass (AAB) section. It’s
vital enough to make it worth your time to go to the Device tab on each and
every device and appliance to enable this!

This parameter cannot be set globally:

Advanced &
Application Bypass: No
Bypass Threshold: 3000 ms

I want to stop and tell you about the little ? that the arrow is pointing to in the
following screen shot. This feature is so awesome! When you click on the ?
you’ll be taken to a web page that defines exactly what you’re working on.
Yep, the ? does not disappoint and you can use it on pretty much every page



and configuration:

Clicking on the pencil allows us to enable AAB, and no one can tell me why
this is disabled by default.

Advanced e 7 X

Automatic Application Bypass; v

Bypass Threshold (ms): 3000

Save Cancel

The Automatic Application Bypass (AAB) feature limits the time permitted
to process packets through an interface, and it allows packets to bypass
detection if the time is exceeded. The feature functions with any deployment,
but it really shines in inline deployments.

You should enable AAB on every device. It should be an exception when
it is not enabled.

You balance packet processing delays with your network’s tolerance for
packet latency. When events occur like a malfunction within Snort or a
device misconfiguration causes traffic processing time to exceed a specified
threshold, AAB causes Snort to restart within ten minutes of the failure and



generates troubleshooting data that can be analyzed to investigate the cause
of the excessive processing time.

But Wait! There’s More!

One last thing I want to mention in this chapter—with the newer codes you’ll
obtain yet another option in the Advanced Settings section of Devices called
Object Group Search.

This is basically an old ASA command that they now support on the
Firepower FTD devices for configurations with hundreds of thousands or
millions of ACL rules.

This command reduces the memory required to search access control rules by
enabling object group search, but it comes at the expense of lookup
performance and increased CPU utilization.

Advanced Settings ? %

Automatic Application Bypass: ¢
Bypass Threshold (ms): 3000

Object Group Search: v

Save Cancel

When enabled, Object Group Search doesn’t expand network or service
objects into RAM, it instead searches access rules for matches based on those
group definitions.

Just like AAB, Object Group Search is disabled by default. You can enable it
on one device at a time; you can’t enable it globally.



Warning! If you enable Object Group Search, and it’s been in use for a
while, be aware that disabling the feature might lead to some pain. When you
disable Object Group Search, your existing access control rules will then be
expanded in the device’s running configuration. If the expansion requires
more memory than is available on the device, your device can be left in an
inconsistent state and you’ll probably experience impacted performance.

Summary

In this chapter, I spent a lot of time on Firepower Threat Defense (FTD) and
the configuration of the LINA process that the Snort process runs on top of.
Once we got our routers and devices configured, we began configuring the
Snort policies we’ll use in the chapters ahead.

We took a quick look at the old 7000/8000 appliances and how they’re
configured because the exam objectives still cover these Firepower devices

for now. So, we configured and brought a Firepower appliance into the
vFEMC.

We moved on to configure a pair of Firepower 1010s and a pair of 1150s and
we also continue with the 4140s I configured with Chassis Manager in
Chapter 5. Finally, I added two virtual FTDs to the mix to top it off.

Once they were configured, we added all nine FTD devices into the two
FMC:s that I configured back in Chapter 1.

Chapter 7: High Availability

The following CCIE/CCNP Security SNCF exam objectives are covered in
this chapter:

1.0 Deployment

1.3 Implement high availability options

1.3.a Link redundancy

1.3.b Active/standby failover

In this chapter, we’re going to take off from Chapter 1, where I configured
the FMCs, and Chapter 6, where the Firepower devices were all configured,
and add High Availability into the mix. I’ve configured way too much to lose



my configurations at this point if there was a failure!

A lot of people ask me how to create an HA-type environment with their
virtual FMC. I tell them that they should just do a backup every single night
with any FMC they have, then make sure it’s all copied off their FMC system
because the backups are stored on the FMC by default.

I’'m sure the issue here regarding the vEMC is pretty clear: Doing a snapshot
on your VFMC is a bad idea because it just grows way too big! I’ve had
clients contact me in a panic because an admin deleted the snapshot and
corrupted the vFMC, with no backup....oops! I also happen to have
customers that use vMotion and tell me it’s worked for them without issue.
Just be advised that Cisco does not support this configuration.

One last thing before we get started... I get a lot of questions on when you can
deploy the HA on the Firepower devices. Well, for the FMC, you can
basically do that anytime, even though you lose connection for a bit while
they reboot. This doesn’t bring your network down, but you’ll still lose
malware SHA checks and AD integration for a very short period. It’s really
not a problem because most people do this in a maintenance window anyway.
When it comes to the Firepower and FTD devices, once you have a HA FTD
pair, you can perform upgrades most anytime because the upgrade is
performed on one device at a time automatically, which is great! You’ll see
this in the System Upgrades section at the end of this chapter. People still
usually do the updates within a maintenance window as well—just in case.
With all that in hand, I’'m going to start configuring HA on the hardware
2500 FMC, then move over to the 1150s and 1010s. After that, I’'m going to
upgrade the 2500 FMCs to a new code and then upgrade the FTD devices,
and I’m going to do all of this while keeping my production network running!
How fun is this chapter going to be?

High Availability

Configuring High Availability, sometimes called Failover, requires two
identical FMCs, Firepower Appliances or Firepower Threat Defense devices
that are connected to each other through a dedicated link. You can also add
an additional state link between devices, but that’s not required.

Cisco’s Firepower appliances and Firepower Threat Defense support
active/standby failover, where one unit is the active one that passes traffic.



The standby unit doesn’t actively pass traffic; instead it synchronizes
configuration and other state information from the active unit. If a failover
occurs, the active unit will then fail over to the standby unit, which will then
become the active unit.

So, what are the hardware requirements for HA on any Firepower device?
The two units in a High Availability configuration must be exactly the same
model with the exact same interfaces. There’s one exception to this: the
Firepower 9300 devices as High Availability is only supported between
same-type modules, but the 9300 chassis can include mixed modules and
each chassis has an SM-36 and SM44. So you can create High Availability
pairs between the SM-36 modules and between the SM-44 modules. Most of
us can’t afford these devices anyway, but now you know in case they ask
about that on the exam.

Additionally, and picking up from Chapter 5, the 4100/9300 chassis must
have all identical interfaces preconfigured in FXOS before you can enable
High Availability. If you need to change the interfaces after you enable HA,
make the changes in FXOS on the standby unit first, then make the same
changes on the active unit.

Licensing

In an HA configuration, each Firepower Threat Defense device must have the
same licenses. It doesn’t matter which licenses are assigned to the
secondary/standby device before HA is established because the FMC will
release any unnecessary licenses assigned to the standby device and replace
them with the identical licenses assigned to the primary/active device.

Determining the Active Unit

You’ll absolutely determine the primary and secondary units during
configuration, but what happens on a reboot? These points may sound pretty
obvious, but we need to cover the exam objectives!

The active unit is determined by the following:
= If a unit boots and detects a peer already running as active, it becomes the



standby unit.
= If a unit boots and does not detect a peer, it becomes the active unit.

= If both units boot simultaneously, then the primary unit becomes the active
unit and the secondary unit becomes the standby unit.

Okay, let’s do some HA!

High Availability on the Hardware FMC

This might actually be the easiest section of the book, so let’s breeze through
it. To create an HA pair with the hardware FMCs, all that’s needed is for each
part of the pair to connect together directly, or through a switch VLAN with
an IP address on each management port. Just remember that they have to be
the same exact hardware, same code, and same IPS version. You’ll find out
pretty quick if you’ve got something mismatched!

To log in to each FMC and verify that all is well code-wise, go to
System>Integration>High Availability.

It’s important to start the upgrade on the secondary device first and then
configure the primary. As I said, it’s a relatively painless process, as long as
your codes and hardware match.

Cloud Services Realms Identity Sources m eStreamer  Host Input Client Smart Software Satellite

Select a role for this Management Center and specify peer details to setup high availability.

Role For This © standalone (No High Availability)
FMC:

Primary

Secondary

So, as you can see here, the default mode is Standalone. I’'m going to click on
Secondary at this point and type in the Primary information.



Peer Details:

Primary FMC 172.16.10.20
Host:

Registration cisco

Key*.
Unique NAT ID:

Mg |
1 Either host or NAT ID Is required.

Once you click Register,
you’ll get this warning;:



Warning

?  This operation may affect critical processes running
\) Inthe background. Do you want to continue?

k|

...and then another message;
just say Yes to both.

Warning

9, Do you want to register primary
V) peer: 172.16.10.207

Y Mo

Until finally the secondary is ready to connect to the primary.
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Now, let’s do the same configuration on the primary FMC. Just add in the
Secondary IP, registration key, and then click Register.

You basically get the same messages, except the second message tells you
that the secondary FMC configuration will be cleared out— that’s what we

want at this point.



Role For This | Standalone (No High Availability)
FMC:

o Primary

Secondary

Peer Details:
Configure the secondary Management Center with details of the primary, before registration.

Secondary FMC ~ 1172.16.10.21
Host:

Registration clsco
Key*: '

Unigue NAT ID:

Warning

Do you want to register secondary
8/ peer: 172.16.10.21? Secondary
peer configuration and policies will
be removed.
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I’ll be logged out as the FMC is rebooted. After you log back in, we can open
the HA page to see the status.
And now’s a great time for a nice, long coffee break!

Okay, so after about 20 minutes or more, I can see that the 2500 FMCs are
now synchronized. Also notice in this screen shot from the secondary FMC
that the secondary is now missing the tabs that would provide configuration
for that FMC. This is because the FMC configuration is now only executed
from the primary.

Cloud Services eStreamer  Host Input Client

#%  Switch Peer Roles | €2 Break HA | B Pause Synchronization
Summary System Status
Status @ Healthy Local Remote
Standby - Secondary Active - Primary
Synchronization ) gk (172.16.10.21) (172.16.10.20)
172.16.10.20 Operating System Fire Linux OS 6.5.0 Fire Linux 0S 6.5.0
Active System ( HA synchronization time : Sat Nov 16 18:46:49
2019) Software Version 6.5.0-39 6.5.0-39
172.16.10.21 Cisco Firepower Cisco Firepower
Standby System ( HA synchronization time : Sat Nov 16 18:48:43 Model Management Center Management Center
2019) 2500 2500

Now, I want you to notice there at the upper right, that we can switch peer
roles, break the HA, or pause synchronization. You want to test this by
switching roles at times.

We can also tell that our synchronization worked, and the FMC is managed
only by the primary by looking at the Devices page. All four FTD devices are
there, but the pencil, trashcan, and troubleshooting icons are no longer here.

' ' Ungrouped (4)

9 19216.10.10 - Routed T AL WA :\a.:.ww - e
9 19578 10,11 - Routed o T 640 NA :::;17)1 s EMC2500-ACE
9 17316.10.12 - Routed i iV ﬁf:;:;“‘“ o FMC2500-ACP
9 17318.10.13 - Rowted T Ty kT WA A Thomt(d FMC2500-ACP

more...)



Looking good—now that my 2500s are running in HA mode, I’'m going to
make my network even better by running HA between all my hardware
FTDs!

High Availability on the Firepower Devices

Unlike the FMCs, where it’s pretty simple to create an HA pairing, the FTDs
require a little more understanding and configuration. That’s not all—there’s
also the risk of bringing down your network while configuring Firepower
device HA pairs. I’ve rarely experienced issues, but just once would
definitely be one too many!

So now that I’ve got your attention, go to your Devices page, and there on the
right side, click Add>High Availability.

And again, it’s vital to make sure the devices you’re going to add into a pair
are 100% the same hardware and code version. Also key is that you can’t
include any devices that need an outstanding deploy on them. So before you
start, always run a deploy first!



Okay—the first thing you need to do now is to name the HA pair and then
choose Firepower appliances or FTD devices depending on which type
you’re pairing. For us, that would be FTD.

Add High Availability Pair

Name:*
Device Type:
Primary Peer:

Secondarv Peer:

K
4140-HA
v
fi%éiiﬁéﬁ%éﬂﬁ%ﬁéﬁééffffffffffffffffff..ﬁfﬁl
' Firepower .
- L g

Next, choose your primary device:



Add High Availability Pair ?

Name:* 4140-HA
Device Type: Firepower Threat Defense v
Primary Peer: 4140-1 | | |E
Secondary Peer: 4140-1
} 4140-2
@ Threat Defense Hig - ;g
configuration. Licen t

their high availabilit vFTD20

When you click on the secondary, you’ll only receive the options that are
compatible with your primary. Only the 4140-2 showed up as an option when
I clicked on the Secondary Peer option as you can see.

Now press Continue and it’1l tell you that it’s going to restart Snort.



Add High Availability Pair 7 X

Nare: 4140-HA

Device Type: Firepower Threat Defense v
Primary Peer: 4140-1 v
Secondry Peer:  |4140- v

() Threat Defense High Avallabilty pair wil have primary
configuration, Licenses from primary peer will be converted to
their high availability versions and applied on both peers.




Warning

| This operation restarts the Smort processes of primary and
o \ - secondary devices, temporarly causing traffi interruption,

Do You want to continue?

) Donot dislaythis message agai [ Yes } No

Now this is where you’re going to receive an error if everything isn’t
properly matched up or if you’ve got an outstanding deployment. Because
everything was in order here, I received the next configuration screen.

First, I’ll configure the HA interface that I want to use to communicate
between the units.

Since these are my 4140s, I only have one more interface available to
configure (from Chapter 5) for my HA link.



Add High Availabilty Pair

High Availability Link

Interface:* vl
logial Name:+ [208AE ]
Ethernet1/8
Primary IP:* |

- Use IPV6 Address
Secondary IP:*
Subnet Mask:*




The E1/8 interfaces on each 4140 are hooked up directly point-topoint with a
fiber connection.

It’s important to remember that the following information is communicated
over the failover link, which is why this link is so crucial:

» The unit state (active or standby)

» Hello messages (keep-alives)

» Network link status

» MAC address exchange

= Configuration replication and synchronization

Once I’ve chosen the interface, I can select the name and IPs for

the direct link, as shown here:

I used to go with the 1.1.1.1 and 1.1.1.2 IPs for my HA link, but we don’t
want to do that anymore as you’re well aware of by now. So instead, I’1l just
choose RFC 5735 reserved addresses of 198.18.0.0/15.



High Availability Link

Interface:* Ethernet1/8 v

Logical Name:*  4140-HA

Primary IP:* 198.18.0.1

Use IPv6 Address
Secondary IP:* 198.18.0.2

Subnet Mask:*  |255.255.255.252]

As long as the connection happens to be one that’s directly connected to one
another as mine are here, you can choose the same IP addresses for all your
pairs. You can’t do that if the connection is via a switch or VLAN.

In my experience with FMC pairs, clients usually spread the devices out
between data centers, and they’re usually doing this through an extended
VLAN. But since the FTD devices here are usually in the same location,
using a direct Ethernet/fiber connection works great.

I need to point out that if you don’t place a switch between the units and an
interface fails, the link will be brought down on both peers. This makes
troubleshooting harder because you can’t easily tell which unit has the failed
interface that caused the link to come down.

NOTE: You cannot specify an interface for your failover link that’s



currently configured with a name.
So, I recommend that failover links never use the same switch as

the data interfaces. Instead, either use a different switch if possible or opt for
a direct cable to connect the failover link.

For the secondary configuration here, I’1l just choose Same as LLAN Failover
Link, or E1/8 (it doesn’t matter), and my configuration is complete.
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Here, we can see the HA paring beginning. We’ll just let it go for about 20
minutes.

Please Wat,..

Adding high availability...

Okay, after another extended coffee break, I’'m back and we can see that
4140s are now in a HA pair—nice!
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Of course, we could just leave the defaults in place and let them run the HA
configuration, and we will—for now. After I go through the process of
adding the FTD HA pair in my 2500, I’ll demonstrate some of the
configuration options we can add to fine-tune our HA’s configuration.

So here, I also added the two pairs of 1150s and 1010s in my 2500 FMC, and
now they look like the screen below. I skipped the configuration because
they’re all exactly the same as it was with the 4140 HA configurations. This
looks good:

In a perfect world, these always come up and go green first time like mine
did!
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Because it’s not a perfect world, troubleshooting is a pretty big deal for HA.
Let’s get into that now.

Oops now wait—before we dive into monitoring and troubleshooting, I did
actually get one message when I was adding my 1150s that would be good to
show you.

Peer Configuration Mismatch ?

Review the configuration mismatch list. High availability can be

created only after all configurations between active and standby peers match.
Summary

Peers are under the same device group

Peers have same type of interfaces

Peers have same number of interfaces

Peers do not have interfaces with a DHCP or PPPoE configuration

There are pending deployment tasks on peers

No ongoing deployments are in progress for the selected peers

Secondary Peer is not configured in any of the VPN topologies

All required certificates are enrolled in Secondary Peer

Peers are in same compliance mode

CECLCLOCLLA

Peers are having same resources size

I thought I had deployed everything but looks like I forgot to deploy for this
pair. Just look at all those checks the system goes through before you can get
HA up and running on your devices!

For a nice map to the exam objectives, here are all the details for the two
units in a High Availability configuration that must come up. The devices
must:

» Be in the same firewall mode (routed or transparent). = Have the same
software version.

» Be in the same domain or group on the Firepower Management Center.
» Have the same NTP configuration



» Be fully deployed on the Firepower Management Center with no
uncommitted changes.

» Not have DHCP or PPPoE configured in any of their interfaces. =
(Firepower 4100/9300) Have the same flow offload mode, either both
enabled or both disabled.

Now it’s time to dive into this chapter’s most important section!

Monitoring and Troubleshooting

Let’s navigate back to the Devices screen... On the right side of the HA pair
in the Devices page, you’ll see these icons:

The pencil allows you to edit the HA pair, the arrows are used to switch
pairs; then you can break the pair, refresh the status, and with that last one,
you can delete the pair. Let’s find out what we can edit by clicking the pencil.

Note: It’s always good to test your HA by switching pairs to make sure
you don’t lose connection when they fail over. First thing to notice is
there’s a new tab in the configuration of the

device. You can see the statistics by clicking on the icon on the right, which
will provide you with some statistics to establish if you’re really sending and
receiving packets.

Notice that you can go to each device individually to check its stats.
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I have to tell you that I cut the output here because it’s really, really long. No
worries, though, I gave you enough to get a good idea of the kind of
information you get with the pencil icon.

Monitoring Interfaces

Next up on the page, you can see the monitored interfaces. You need to add
all your hardware interfaces in here if they aren’t enabled to be monitored by



default. Just remember not to monitor your subinterfaces or other logical
interfaces.

You can also edit the monitored interfaces and add a standby IP address,
which is recommended but not required. You definitely want to configure
this, so I’ll cover this topic soon.

By default, monitoring is enabled on all physical interfaces—for some
devices, all VLAN interfaces that have logical names configured, too, like the
1010.

It’s also a good idea to exclude interfaces attached to less critical networks so
they don’t affect your failover policy.

NOTE: Firepower 1010 switch ports are not eligible for interface
monitoring.

Right there, under the Monitor Interfaces options, is where we set the failover
trigger criteria.

Most people leave the defaults as is, but whether or not you leave the defaults
in place really depends on your network! Just so you know, I’ve set this as
high as three at a customer, but when in doubt, leave it alone.

Standby Interface IP Addresses

When configuring your HA pair, it’s important to set a standby IP address
and a virtual MAC address for each of the physical interfaces so switchovers
will be more efficient. Nonetheless, these are still optional.

Be aware that they do take some time to configure, which normally would be
fine. Thing is, if you ever break your pair and need to bring them back
together, all that configuration will be completely gone, so you’ll have to do
them all over again, every time!

To set a standby address, just edit the interface and add an unused IP in the
same subnet. You’ll want to do this for every monitored interface.

NOTE: Without a standby IP address, the active unit can’t perform
network tests to check the standby interface health. It can only track the



link state, so clearly this can be important to do!

Monitored Interfaces

Interface Name Active IPv4 Standby IP... A
[ﬁ_ﬁl] Inside 10.17.117.1 10.127.117.2
diagnostic

ﬁ_-ﬁl] Outside 10.11.12.170 10:1 112 172

Active/Standby IP Addresses and MAC Addresses

For active/standby High Availability, take a look at this list about IP address
and MAC address usage during a failover event: = The active unit always uses
the primary unit’s IP addresses and MAC addresses.

» When the active unit fails over, the standby unit assumes the IP addresses
and MAC addresses of the failed unit and begins passing traffic.

= When the failed unit comes back online, it will now be in a standby state, so
it will take over the standby IP addresses and MAC addresses.

Note: The IP address and MAC address for the state link does not
change at failover.

Now if the secondary unit boots without detecting the primary unit, the
secondary unit becomes the active unit and uses its own MAC addresses
because it doesn’t know the primary unit MAC addresses. When the primary
unit becomes available, the secondary (active) unit changes the MAC
addresses to those of the primary unit, which can cause an interruption in
your network traffic. Similarly, if you swap out the primary unit with new
hardware, a new MAC address will be used.

Virtual MAC addresses guard against this snag because the active MAC
addresses are known to the secondary unit at startup and they’ll remain the



same in case there’s new primary unit hardware. So, if you don’t configure
virtual MAC addresses, you might need to clear the ARP tables on connected
routers to restore traffic flow. The Firepower Threat Defense device doesn’t
send gratuitous ARPs for static NAT addresses when the MAC address
changes, so connected routers don’t learn of the MAC address change for
these addresses.

NOTE: The FTD device has multiple ways to configure virtual MAC
addresses, but I recommend using only one method for all your
interfaces, so you don’t get unstable results.

Verifying with the CLI

I’1l just look at my 4140 pair and go through some commands used to verify
HA on the devices, although I usually just use the GUI for troubleshooting
my HA pairs, but the exam really loves the CLI for troubleshooting.

Here I’ll connect to the FTD image and look at the failover command:

show

A4140-1 # connect module 1 console Telnet escape character is ‘~’. Trying 127.5.1.1...
Connected to 127.5.1.1.
Escape character is ‘~’.

CISCO Serial Over LAN:
Close Network Connection to Exit

Firepower-module1> connect ftd
Connecting to ftd(4140-1) console... enter exit to return to bootCLI
status(UpSys)

> show failover

Failover On

Failover unit Primary

Failover LAN Interface: 4140-HA Ethernet1/8 (up) Reconnect timeout 0:00:00

Unit Poll frequency 1 seconds, holdtime 15 seconds Interface Poll frequency 5 seconds, holdtime 25
seconds Interface Policy 1

Monitored Interfaces 3 of 1291 maximum

MAC Address Move Notification Interval not set failover replication http

Version: Ours 9.13(0)26, Mate 9.13(0)26

Serial Number: Ours FLM2048QJJ1, Mate FLM2051RJ2K Last Failover at: 19:20:38 UTC Nov 16
2019

This host: Primary - Active
Active time: 11546 (sec)



slot 0: UCSB-B200-M3-U hw/sw rev (0.0/9.13(0)26)

status(UpSys)
Interface diagnostic (0.0.0.0): Normal (Waiting) Interface Inside (10.17.117.1): Normal (Waiting)
Interface Outside (10.11.12.170): Normal (Waiting)

slot 1: snort rev (1.0) status (up)
slot 2: diskstatus rev (1.0) status (up)

Other host: Secondary - Standby Ready
Active time: 0 (sec)
slot 0: UCSB-B200-M3-U hw/sw rev (0.0/9.13(0)26)

Interface diagnostic (0.0.0.0): Normal (Waiting) Interface Inside (0.0.0.0): Normal (Waiting)
Interface Outside (0.0.0.0): Normal (Waiting)

slot 1: snort rev (1.0) status (up)
slot 2: diskstatus rev (1.0) status (up)
[output cut]

The show high— avail ability command is the same
command as show failover. But the show failover command
has all the options we want, so that’s the command we’ll go with:

> show failover

descriptor Show failover interface descriptors.

exec Show failover command execution information

history Show failover switching history

interface Show failover command interface information state Show failover internal state information
statistics Show failover command interface statistics information | Output modifiers

<cr>

The show failover state, show failover statistics’

and show failover interface commands serve up some good information to
help you here:

> show failover state

State Last Failure Reason Date/Time
This host - Primary

Active None

Other host - Secondary

Standby Ready Comm Failure 19:20:55 UTC Nov 16 2019
====Configuration State===

Sync Done

====Communication State===

Mac set

> show failover statistics

tx:22500

rx:19824



> show failover interface

interface 4140-HA Ethernet1/8

System IP Address: 198.18.0.1 255.255.255.252 My IP Address : 198.18.0.1
Other IP Address : 198.18.0.2

Disabling, Suspending and Resuming HA Replication There are a few
commands you can use from the CLI of an FTD
device to configure HA availability, let’s take a look at these:

> configure high-availability ?

disable Disable high-availability configuration

resume Resume temporarily suspended high-availability configuration suspend Temporarily suspend
high-availability configuration

Once you break a HA FTD pair and remove a device from the FMC, you
need to also use the CLI command configure highavailability disable before
you can add the FTD to another manager, so it’s important to remember this
command.

If you want to stop the synchronization of a HA pair because you are
troubleshooting, you can pause the synchronization with the configure high-
availability suspend command.

To reenable the HA synchronization, you can use the configure high-
availability resume command.

Upgrading a High Availability Pair

In this section, I’ll show you how to upgrade your code in your HA pairs.
Before we go there, first the FMCs need to be upgraded so the Firepower
devices will then be upgraded.

Here are my 1010 and 1150 HA pairs. They look good and ready to go! The
1010s are both 6.4 code and the 1150s are 6.5 code and, now I want to
upgrade everything to 6.6 code.
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1150
FTD on
(] 1150-2(Secondary, Stand|
172.16.10.13 - Routed Firepower 6.5.0 N/A
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Before I can do anything, I need to get the codes needed onto the

FMC. Go to System>Updatesand then click on Upload Updates.

Updates Licenses Y  Health v

Choose your file and then click on Upload.

Monitoring ¥ Tools ¥

. Upload Update
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Verify your files in the Updates page.
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After that, click on the icon that looks like an exploding package on the right-
hand side. I’'m going to click on the FMC upgrade package. You can see
when I hover over it says Install in the smallest letters possible.



No

No

Yes

Yes

Now I’ll get the first of my many error messages. I need to pause my
synchronization with my secondary FMC. You won’t need to do this with the

devices:

To pause the synchronization, go to System>Integration>High Availability.
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Loca Remote
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Operating System  fire Lnwx 05650 Fire Linux 056,50
Software Version .5.0:% 05,09

Clso Firepower -~~~ Clsco Firepower
Model Nanagement Center ~ Management Center
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Click on Pause Synchronization and then you’ll need to click OK twice. Now
I’ll go back and try and install the package again.

Once I click on the update package, I’ll choose the FMC that I want to
upgrade by clicking on the check box and then choosing to install.

But wait, it’s recommended that I go to the secondary box and upgrade that
first...

Sy FC 1 ol udated .1 vy recmmenc 1l updle on Sty FAIC el Ay sur you el

el | Ok

So, I’ve logged into the secondary FMC and downloaded the files in the
Update page. Then I clicked on the install package.



Product Updates

Currently runing softre version: 6,50
Selected Updat
Type Clsco Frpower Mome Centr Upgradevb.1.1 and above
Versin 66,05
Date Wed Dec 4 11:11:33 TC2019
Release Notes
Reboot Vs
how }
Health Polly
azsau-z.ummu.mm Il Heakh Poley 201979 0
{72.16,10.2 - Clsco Frspower Management Center 2500 v6.5.0 J:52.07 Rematel authored by
L6100

Before it started upgrading, I received a couple warnings. I’m just going to
click Close and then OK and wait an hour...
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I want to point out that when this FMC is upgraded, the primary FMC still
needs to be upgraded so the HA can start syncing again. Once my FMCs are
upgraded, I can upgrade my FTDs.

Now that my upgrades to my FMC is finished, by going to
Overview>Dashboard, we can get a summary of the software versions in the
Status tab.

Just go to System>Integration>High Availability and make your primary
the active FMC, which will then copy the configuration to the standby unit.



Warning

This operation may affect crtial processes running
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Use the Overview>Dashboard>Status tab’s Appliance Information section
to get the FMC information.



Appliance Irormation

Name
IPv4 Address
IPv6 Address
Model

\Versions
Software

Rule Update
Geolocation Update
VDB

High Availability

Peer
Model
Software
FMC Role
Status

Detail Status
Last Contact

2500-1
172.16.10.20

Disabled
Cisco Firepower Management Center 2500

6.6.0
2019-08-19-001-vrt
2019-09-03-001
329

172.16.10.21
Cisco Firepower Management Center 2500

6.6.0
Active - Primary

Healthy

37 seconds




Upgrading a Firepower Device HA Pair

Unlike with the FMC, you don’t want to break the HA pair or stop the
synchronization of your devices. So nice that the Firepower install packages
upgrade one device at a time for you!

From System>Updates, you want to push the software update to the devices
before you start the install. This can even be automated in Task Management.
As shown in the next screen shot, click the icon that the red arrow points to.

No
No

Yes

Yor ), ¥ %

It’s great that I have all 1000 series FTD devices because they’ll all use the
same software update file — sweet! So, I’ll just click to update all devices.




Currently running software version: 6.6.0

Selected Update

Type Cisco FTD SSP FP1K Upgrade
Version 6.6.0-35
Date Wed Dec 4 11:50:40 UTC 2019

Release Notes

Reboot Yes
By Group %]
nv (2 total) J

oo 1010-HA
Cisco Firepower 1010 Threat Defense Cluster

v

1010-1 (active) Health Policy

o . @ Initial_Health_Policy © ©
172.16.10.10 - Cisco Firepower 1010 Threat Defense v6.4.0 2019-07-29 20:52:07
Health Policy
1010-2 v -
¥ 172.16.10.11 - Cisco Firepower 1010 Threat Defense v6.4.0 0 Initial_Health_Policy & &

2019-07-29 20:52:07

a7 e 1150-HA
Cisco Firepower 1150 Threat Defense Cluster

1150-1 (active) Health Policy

. - @ Initial_Health_Policy © ©
172.16.10.12 - Cisco Firepower 1150 Threat Defense v6.5.0 2019-07-29 20:52:07
Health Policy
1150-2 » @ &)
172.16.10.13 - Cisco Firepower 1150 Threat Defense v6.5.0 “ Initial_Heaith_Policy @ b

2019-07-29 20:52:07

> Push Cancel

Remember, this will update the secondary for each pair first, then make the
primary a secondary and update that device too. Then it will finally make the
device primary again, all without losing connection!

Click Push and then wait for just a few minutes. Click on the green check
mark to get status of the push.



0 waltihg 1 running O retry

Y Update Push

Push to 1150-2
Pushing upgrade...

v Update Push

Push to 1150-1
Complete

v Update Push

Push to 1010-2
Complete

v Update Push

Push to 1010-1
Complete

o 16 success 0 failures



When that’s done, you can start the install again. I’ll do this for all devices
here. Again, be assured that I absolutely will not bring down the network
when I do this upgrade.

Now I’ll click on the exploding package, choose all devices, and then click
on Install.

[Launch Readiness Check #* nstal | Cance J

Click on the green check mark again to get status...

19 total 0 waiting 2 running O retrying 17 success 0 failures

2’* Remote Install

Apply to muw
172.16.10.11 &56%] [13 mins remaining] Running script

000_start/108_check_sensors_ver.pl...

‘:::' Remote Install

Apply to 1150
172.16.10.13 #£10%] [13 mins remaining] Running script
000_start/400_run_troubleshoot.sh...

See the IP addresses of the devices? These are the secondary units’ IPs.
Again, this process will update the secondary, then switch to be primary, and



then the original primary will be updated to finally become primary again.

Now I’'m going to verify that no interruptions take place. Time for me to play
guitar and watch some Internet TV to verify that everything keeps
working.... this process will take a bit...

Nice—okay, no interruptions! It took about 30 minutes to upgrade the
secondaries to this point. So, after another show and another 30 or so
minutes, I checked my devices and found that they are all now the latest
code! And I never lost the connection on my TV

s 1010-HA
“ " High Availability l
" 172.16.10.10 - Routed Firepower 1010 o
1010-2(Secondary, Standby) FTD on
* 172.16.10.11 - Routed Firepower 1010 9:0:0 N/A
1150-HA
“ ™ High Availability
L) 1150-1(Primary, Active) FTD on 6.6.0 N/A
172.16.10.12 - Routed Firepower 1150 -
) 1150-2(Secondary, Standby) FTD on
¥ 172.16.10.13 - Routed Firepower 1150 6-8:0 N/A

Finally, right there in the Dashboard>Status tab, you can see that the FMCs
and all the devices are running the latest code. Sweet, and not a single
outage!



Product Updates

Type Current Latest

Geolocation Update

Local Geolocation Update 2019-09-03-001 2019-11-12-002.sh.REL

Rule Update

Local Rule Update 2019-08-19-001-vrt Unknown

Software

1 Management Center 6.6.0 6.6.0

4 Devices 6.6.0 6.6.0

VDB

1 Management Center 329 329
Summary

We picked up from Chapter 1, where I configured the FMCs, and also
Chapter 6, where the Firepower devices were all configured, and added High
Availability into the mix. If you’re like me, you don’t want to lose your
configurations at this point in the event of a failure!

You learned when you can perform the HA on the Firepower devices, which
for the FMC, is basically anytime, even though you’ll lose connection for a
bit while they reboot. You discovered that this doesn’t bring your network
down, but you’ll still lose malware SHA checks and AD integration for a
very short period of time. Most people do this in a maintenance window.

As for the Firepower and FTD devices, once you have an HA FTD pair, you
can perform upgrades pretty much anytime because the upgrade is performed
on one device at a time automatically. Most people do the updates in a
maintenance window—just in case.

I began with the hardware 2500 FMC HA and then configured HA on the
1150s and 1010s. After that, I demonstrated upgrading the 2500 FMCs to a
new code. We wrapped the chapter by upgrading the FTD devices, all while
keeping my production network running—and my TV!



Chapter 8: Objects

The following CCIE/CCNP Security SNCF exam objectives are covered in
this chapter:

2.0 Configuration

2.4 Configure objects using Firepower Management Center

2.4.a Object Management

2.4.b Intrusion Rules

SNORT Process . ‘ ’ ; ‘ - 1
| y SsL | |denti S Classify Network File Snort
\ ‘Usl = g rnmqm_ K18 Pouc;yr "7“'?'3 QoS ™ Discovery ™ Policy; | Rules
| aron | ¥ ~ ' !
Drop -~ Drop Drop Drop
Snort Verdict
| Capture Snort
LINA Process Data Here
YES N A A
: Data
Existing Prefij Acquisition
Ingress = Connection ™ J ' ; —ip- (Copy packet
- to melmqry) |
Capture Lina Capture Lina
Data Here Data Here
LINA Process ‘
| \
Flow ‘ ALG NAT IP ‘ Enforce | VPN |
== e
You are here Update ™ Checks ™ Header T s ™ Encyet | e

Drop Drop.

Welcome to objects! We are finally getting into the meat of the Firepower
system, and I really mean that because this is a super long chapter!

Firepower uses reusable configuration components—objects—to provide an
easier way to use values across policies, searches, reports, dashboards, etc.
You may think a chapter describing these components would be boring.
However, understanding the objects themselves will require an understanding
of how they are used within the rest of the system. Because of this, we will
wind up digging into several interesting areas in our discussion of this
subject.

We’re going to go down the list of object types as shown in the user
interface. Some descriptions, for well-known object types, will be rather
brief, but for other object types a more detailed discussion is in order.

Toward the end of this chapter we will hit several object types that apply only



to Firepower Threat Defense and that relate to some of the legacy ASA
routing and VPN features.

Finally, I’ll discuss the Intrusion Rules tab found in the Object Manager.

Objects

When you click on the Objects tab at the top of the FMC GUI, this will take
you to Object Management, where you’ll find all the available types of
objects you can manage.

This first figures shows the Objects tab and the Object Management screen
you’re taken to. Take note of the Intrusion Rules tab as we’ll discuss that at
the end of this chapter.

Overview Analysis Policies Devices Objects‘

Object Management Intrusion Rules

On the next figures, you’ll find the objects are displayed in alphabetical
order. Firepower codes before 6.4 has them in usage order, and that is the
order I’ll follow in this chapter, not alphabetical.



> | $f Access List | Policy List

LJ Address Pools # port
l..i Application Filters L Prefix List
Y As Path w0 RADIUS Server Group
.y Cipher Suite List ¢f/ Route Map
£ Community List & Security Group Tag
] Distinguished Name =)/ Security Intelligence
([E DNS Server Group [@ sinkhole
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The Object Management page is somewhat long, so I am showing the
available objects side by side as well as compressed, because they are all
expanded by default, which makes this screen even longer and harder to read.

I always try to compress the Objects listings by clicking on the little black
arrow

)

dS SO:

on the left; the list will then compress, and the arrow will look

-



This makes the objects easier to manage. However, if you use the new Light
Theme, they are now automatically compressed. Nice.

Network

Although the objects are now in alphabetical order starting in 6.5 code, the
screen showing the Network objects is still the default screen, and as you can
see in the previous figure, Network is highlighted by default.

Network objects are simply IP addresses. They can be single IPs, CIDR
blocks, and even ranges. There are quite a number of default Network objects
already present.

These will be useful in many deployments to identify ranges such as RFC-
1918 private addresses or multicast addresses.

To create your own Network object, click the Add Network button. You can
then select Add Object or Add Group. A group is simply a number of objects
bundled together.

The Add Network Object dialog is shown here:
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Once you click Add Object, the next splash screen shown here opens up.

In the Network field, you can enter an IP address in several formats:



New Network Object ? X

Name:
Description:
Network: ® Host Range Network FQDN
Allow Overrides: St /
Save || Cancel

» Single IP host address 10.0.1.2

* An arbitrary range such as 10.0.0.8-10.0.0.12
* Network address such as 192.168.20.0/24

* FQDN

Let’s discuss the last option listed here and then Allow Overrides, as the rest
are self-explanatory. FQDNs must begin and end with a digit or letter, and
only letters, digits, and hyphens are allowed as internal characters, no spaces.

The FQDN objects can only be used in access control rules and prefilter
rules. The rules match the IP address obtained for the FQDN by doing a DNS
lookup. This means you must have configured the DNS server settings in
DNS Server Group Objects and the DNS platform settings in Configure
DNS.

The Allow Overrides box also deserves some explanation. Checking this
allows overriding this object’s value at the device level if desired. When you
check the Allow Overrides box, another section of the screen appears. You
can then select Devices or Domains, add one or more, and select a different
value for this object when used in the selected context.

As an example, the object “bob” has the value of 10.0.0.1 except when it’s
used on the device named “FTDv 6.1 Routed,” where the value is 10.0.0.2.



New Network Objects N

Name: bob
Description:
Network: 10.0.0.1

Format: ipaddr or ipaddr/len or
range (ipaddr-ipaddr)

Allow Overrides:
Override (1) -
| © Add |
Override On ' Content Type | i
FTDv 6.1 Routed 10.0.0.2 Host &
(_save (L “Cancel |

It unlikely you want to provide a secondary address to an object since you
need to then add the secondary variable to a physical FTD device, although
obviously you can, but just be prepared for a complex troubleshooting routine
when used.

Last, as mentioned, a Network group is a collection of one or more objects.
Use the Add Group button to create a group and add Network objects to it.

You can nest object groups within object groups—up to 10 levels!
Port

Like Network objects, Port objects are a pretty basic concept. These are most
commonly the TCP/UDP port numbers that live at the Transport layer of the
OSI model. Port objects can also be ICMP or IPv6-ICMP Type/Code
combinations or any other IP protocol number.



Clicking on the Port link in the upper left of the screen brings you to the list
of default Port objects. All the common TCP/UDP ports are here. These
default objects cannot be edited or deleted. To create a new Port object, click
the Add Port button and select Add Object.

This figure shows the New Port Objects dialog.
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Again, rather than discuss the mundane steps to create a Port object, I will



just note one bit of flexibility offered in Firepower.

In the Port field, you can enter a single port in the range 1 to 68838, or you
can enter an arbitrary range such as 28-38. You can also create Port Group
objects, which are a combination of one or more Port objects.

There are a couple of caveats with Port objects:

1. You cannot add any protocol other than TCP or UDP for source port
conditions in access control rules.

2. You cannot mix transport protocols when setting both source and
destination port conditions in a rule.

3. If you create a Port object containing both TCP and UDP ports, then add it
as a source port condition in a rule, you cannot add a destination port, and
vice versa.

The caveats sound more complicated than they are, but I’ll explain and
demonstrate these rules in the chapter on Access Control policy chapter,
which is the next chapter.

Interface

There are two types of Interface objects—security zones and interface
groups. Each interface must be assigned to a security zone and/or interface
group. You then apply your security policy based on zones or groups.

A security zone is a descriptive name for an interface and is different than
security levels. Security levels on your ASAs were set high to low, where the
high could go out the lower level, but the lower level couldn’t go out the
higher level by default. Zones are more like a fence between properties,
where every interface is equal and then you create rules to say who can go
over the fence and what they can do when they get to that other side.

There is a slight difference between FTD and a Firepower appliance device
here. In FTD your interface has a logical name, which is assigned through the
Device Management>Interfaces page. These interfaces can also have a
security zone.

However, with a Firepower device you do not have this capability, so the



security zone becomes your only friendly name for the interface. The main
benefit of using zones in your appliance is that you get a friendly or
descriptive name for the interface. So, if you are connecting a firewall and a
switch through an inline interface pair, you can name the zone on the one side
“Firewall” and the zone on the other side “Switch.” This friendly name shows
up in event table views such as those for connection or intrusion events
adding valuable context for the analyst.

A security zone can also contain more than one interface. This way, similar
interfaces could have the same security zone assigned. This could be handy
if, for example, your Access Control policy contains a rule with the source
security zone set to “Firewall.”

By using this same security zone across devices, this rule will match traffic
comingfrom the Firewall anywhere the policy is applied. You also can be
specific if desired and use names like NY-Firewall, MSP-Firewall, etc. This
way, when reviewing events, the Ingress and Egress zones will provide the
analyst with more source/destination context surrounding the event.

By using the new Interface Group feature we can even go a step further in
providing flexibility and ease of management. While a security zone can
contain multiple interfaces, an interface can belong to just one security zone.

However, an interface can belong to multiple interface groups. In the case of
multiple sites with similar network designs, you can have an interface group
that contains all your firewall interfaces across the organization. You can also
create an interface group with all your interfaces in a site.

You can use interface groups in FTD NAT policies, Prefilter policies, and
QoS policies.

In our example above, the MSP-Firewall interface could then be a member of
the worldwide “Firewall” group as well as the “MSPInterfaces” group.

Let’s walk through an example. First, we will navigate to Objects>Interface,
click the Add button, and select Security Zone. This is shown here:



Add

o

) Security Zone
) Interface Group

You will then need to select the Security Zone type as shown here:



Security Zones

Name:
Interface Type: v
Passive
Available Interfaces Inline lected Interfaces
Select Device Switched
Routed
ASA

When adding a security zone, all interfaces in this zone must be of the same
type. Your choices are Passive, Inline, Switched, Routed, and ASA.

Once you have the type selected, choose your device from the Device >
Interfaces drop-down. At this point, any interfaces not already members of
another zone will appear. In the example below, I am creating an inline zone
I’ll name Inside.

I’ve selected the FTDv Transparent 2 device and there are two interfaces I
can choose from: MSP-Firewall and MSP-Switch. I have added the M SP-
Firewall interface to this zone as shown here.



Security Zones X
Name: MSP-Firewall
Interface Type: Inline 52
Device > Interfaces Selected Interfaces
FTDv Transparent 2 r 4= FTDv Transparent 2 &
W mMsp-switch W MsP-Firewall o
I Save [| Cancel \

Now, if you have other inline firewall-facing interfaces in the MSP location,
you can add them to this same zone. They can even be on different devices.

In the example below, I have created the MSP-Firewall and MSPSwitch
zones and added inline interfaces from an FTD and a NGIPSv device. Notice
the logical names for the FTD device and the systemassigned name for the
Firepower NGIPSv.

Remember, this is because you can name the actual interface on

FTD but on a Firepower device you will use the slot/port notation such as
slpl, s1p2, etc.
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This next figure shows an output of FMC interface zones for both Firepower
appliances using Inline mode and FTD devices configured as routers.

&, External
¥ sew Inside
&, Internal

4 .=, Outside

b &8 FTD19
b g8 FTD20

Tunnel Zone

Security Zone
Security Zone
Security Zone

Security Zone

Inline

Routed

Inline

Routed

The Tunnel Zone object is used in conjunction with the Prefilter policy.



Tunnel zones can be assigned to tunneled traffic in Prefilter and then referred
to in access control rules. This will be discussed in more detail in the chapter
on the Prefilter policy.

Tunnel Zone objects are simply arbitrary names you create to assign to
tunneled traffic.

Application Filters

One of the benefits of a next-generation firewall is application awareness. At
the time of this writing, Firepower can identify over 3,800 applications.
These are further categorized according to risk, business relevance, and type.
In addition, applications are assigned tags such as evasive, blog, webmail,
etc. The purpose of an Application Filter object is to allow you to define your
own criteria to allow or block applications in your environment. This can be
done in an access control rule without using a pre-created Application Filter
object, but if you need to reuse these filters across multiple policies, then
creating an object is the way to go.

When you click the Add Application Filter button, you are presented with the
dialog shown here:
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By checking the appropriate boxes under Risks, Business Relevance, Types,
etc., you narrow down the list of available applications in the center column.
You can also use the Search by Name field in either the left or center
columns to zero in on the apps you want. Once you have what you’re looking
for, click the Add to Rule button to add them.

The mechanics of the user interface are easy enough to figure out. However,
there are some important points you should keep in mind as you’re setting up
these filters.

First, the blue information icon (

) is your friend.

Next, I’ll click on the icon next to LinkedIn Job Search. Here you can see
how this application is classified according to risk, business relevance, type,
etc. Notice this is also tagged as “not work related.”
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Also, notice the lock icon (

3

e ). This indicates applications that the

system can only detect if the traffic is decrypted. Keep in mind that this is not
all-inclusive. You will find applications that do not have this icon but may
still be encrypted. With more and more applications and websites defaulting
to SSL, decryption is becoming an even more important tool for network
traffic inspection.

Finally, if you have been living on a deserted island for the past 10 years
(please tell me how you did that!), you can use one of the search engines
links to find out what this LinkedIn application is all about. Actually, there
may be some applications in the list that are not as well-known, so these
search links do come in handy from time to time.

When you are finished, you will have application filter(s) that you can then
use in your access control rules to allow or restrict access for your users.

VLAN Tag

The VLAN Tag object is simply a VLAN number or range. You can set these
up ahead of time for use in your access control rules. You can create VLAN
Tag objects as well as groups.

Here is an example of the New VLAN Tag Objects dialog.



New VLAN Tag Objects

Description:

Security Group Tag



The Security Group Tag (SGT) object is used in conjunction with Cisco’s
Identity Services Engine (ISE) or TrustSec. The SGT is a field added to
network packets that is used to identify the source machine or user. This
object is used if you have not connected your FMC to an ISE or pxGrid
server. It allows you to specify a tag based on your knowledge of what SGTs
will be passing through your devices. Because of this, it is only available if
you have not configured ISE/ pxGrid as an identity source.

If you have configured one of these identity sources, then the available SGTs
are pulled from the ISE/pxGrid server rather than using custom SGT objects.

Security Group Tag ? X

Name: I|

Description:

Tag:

Save ]I Cancel

Yes, the identity subject is quite involved, and for now, I will limit the
discussion to just the use of the Security Group Tag object. Creating an
object is very simple; just give it a name, an optional description, and the tag.

URL

The URL object is another pretty simple concept. You give a URL a friendly
name you can then reuse in various access control rules. The process for
creating these objects is straightforward.

There are a couple of things you should remember when creating URL



objects. First, if you plan to use the object to match HTTPS traffic, then
create the object based on the common name in the public key certificate
used by the server. Also, the system disregards subdomains within the
common name. For example, use badsite.com rather than www.badsite.com.
Second, the system performs a substring match on the URL.

New URL Objects 3 X

Name:

Description:

URL:

Allow Overrides:

Save | Cancel

For example, if you create an object to match ign.com, it will match any
URL that contains this text. This means you will also match verisign.com.
This can yield unexpected results if you are not careful.

The fact that the system ignores subdomains for HT'TPS coupled with the
substring matching behavior can provide some challenges in filtering exactly
the URLs you are looking for. My advice is to be thoughtful and test
extensively!

Geolocation

The Geolocation object allows for
defining country and continent constraints



for use in your access control rules. This

is based on an IP address-to-geolocation
mapping database that is updated periodically
on your FMC using System>Updates.

Creating a new object is a simple process
of clicking on the Add Geolocation button,
giving your object a name, then checking



Geolocation Object ? X
Name: |Interesting-Places
> EI[F] Africa 2/58 Countries Selected
v [7]|/&| Antarctica
> [T\ &) Asia
v [V[§] Australia Continent Selected
b 'sf| Europe 1/54 Countries Selected
> [C]|/¢f] North America
> [T]|/&] South America
1 Continent(s), 3 Country(s) Selected
. Save || Cancel |

the boxes by the continents or countries you
want to include. This object will then be available for you to use as you wish
in access control rules.

Unlike Network and Port objects, you cannot create a Geolocation object



inside the Access Control policy (ACP).
Variable Set

The Variable Set object relates directly to the use of Snort rules in the
Intrusion policy. Each Snort rule contains two parts—the header and the
body. The rule header determines things like the IP protocol,
source/destination ports, and source/destination IP addresses to which the
rule applies.

The body is where the detection keywords are located. These do the magic of
inspecting the packet contents looking for... well, whatever the rule writer
wants to find. We will look at rules in more detail in the chapter on Intrusion
policy. For now, let’s examine a simple rule header to get a basic
understanding of what these variables are all about.

Consider the following Snort rule header:
alert tcp SEXTERNAL_NET any -> $SHOME_NET
$HTTP_PORTS

Let’s break down the various keywords used in this rule header.
alert

This is the rule action; in this case the rule will generate an event (alert) but

will not drop the packet.
tcp

The protocol, can be ip, tcp, or udp.
$EXTERNAL_NET

The source IP address(es).
any

The source port.
->

The directional operator; this means the packet must be traveling from the

source (on the left) to the destination (on the right).
$HOME_NET

The destination IP address(es).
$HTTP_PORTS

The destination port(s).

As you probably guessed, some of the items above are variables. See them?
They are the ones that start with the dollar sign ($). These are defined by the
Variable Set object.



If you only remember one thing about this section, remember this: Many
Snort rules contain the variables gyonme NeT @0 $gxTERNAL NET- ThiS iS

because you are typically looking at traffic either to or from your “protected
network.” Sometimes Snort rules are designed to detect an attack in a packet
traveling to your protected network. Sometimes they are designed to detect
the evidence of an attack, data leakage, or maybe signs of a malware infected
host in a packet traveling from your protected network.

As you probably guessed by now, the variable o\ ngr CONtains the IP

address range(s) of your protected network. Oftentimes we include all the
RFC-1918 private address space plus any public IP space owned by your
organization.

Conversely, the ggxTgrnar,_NgT Variable points to the unprotected network or

maybe the “suspect” network if you would rather. This is commonly the
Internet, but it may also include your SHOME_NET as well. You do not have
to exclude the gyopg ner range from the ggxrgrnar, ner Variable. In fact, in

many cases, I recommend you leave ggxrprnar, NeT at the default value of

“any.” By doing this, you can protect yourself from any internal hosts that
may misbehave and start spreading mischief.

One last thing to keep in mind. The default value of both gyo\E ngr @and
$EXTERNAL_NETiS “any.” In addition, nearly all of the other IP variables
default to the value of gyo\E neT- SOme of these are variables like the
following:

" DNS_SERVERS
"HTTP_SERVERS
" SIP_SERVERS

" SMTP_SERVERS
" SQL_SERVERS

All of these default to the value of gyopEg ngr- They are provided to allow for

further narrowing down an IP range for a specific rule type if desired. For
example, you will find that rules written to protect web servers contain the
variable gyrrp sgrvErs as their destination IP in the rule header. I find that in



the vast majority of installations, there is no need to refine these IP variables.
My advice—leave them alone. Define gyong ner With your internal IP

address ranges, leave ¢pxtprnar, NeTat “any,” and go from there. You will be

getting the best detection and also adding efficiency by inspecting traffic in
the direction each Snort rule was designed to operate.

Another option is to leave both gyope Ner @0d gexTENAL NET 1O “@any.” One

problem with this is now you are forcing Snort to inspect traffic without
regard to its source or destination IP. Rules designed to inspect inbound
traffic will be forced to inspect outbound traffic as well. This will reduce the
efficiency of the system and increase false positive intrusion events.
However, in some cases when inspecting East-West (internal) traffic, you
may have little choice but to leave these defaults unchanged. Overall, it’s
usually better to cover more than you need than to run the risk of leaving
some assets unprotected.

Now that you have an understanding of variables and their importance in
Snort, let’s look at the Variable Set object. First, you will notice that there is a
default set (named Default-Set) already created. This is the system-provided
variable set. If your deployment is small or you do not need to specify
different variables for different devices in your network, then you can simply
make any changes to this Default-Set. It will then be used automatically by
any access control rules where you implement an Intrusion policy.

Your other option is to create your own Variable Set objects and customize
them for use in various access control rules. These new Variable Set objects
will start off using the values in the Default-Set but you can override any or
all of them to create your custom object.

Let’s take a look at the Default-Set provided with the system.



Edit Variable Set Default-Set

X

Name: Default-Set

Description: | This Viariable Set Is system-provided,

This category is empty

AIM_SERVERS Network
DNS_SERVERS Network
EXTERNAL_NET Netwark
FILE_DATA_PORTS Port
FTP_PORTS Port
GTP_PORTS Port
HOME_NET Netwark

(64.12.31,136/32, 205.186.240.203/32, 6.

HOME_NET

any

[HTTP_PORTS, 143, 110]

(21, 2100, 3535]

(3386, 2123, 2152]

any




Notice our two rock stars syone NeT @0d sexTERNAL NET? 1hey default to

“any” as mentioned previously. You can modify these by clicking the pencil
icon and adding your own IP ranges. You can use an existing Network object

(which is what I recommend) or type in your own IP address information on
the fly.

Once you change the values in the Default-Set, any new custom Variable Set
objects will start out with these values.
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Also, keep in mind that once you override the default value for any of these
variables, any subsequent updates from Cisco will not take effect. You will
find that some of the variables, particularly the port variables, are updated by
Cisco from time to time.

Time Range

If you want a policy to apply only during a specified time range, create a
Time Range object, then specify that object in the VPN group policy. You
can specify time range objects only in VPN Group Policy objects.

All times are in UTC and entered in the 24-hour clock format. For example,
you would enter 3:30 p.m. as 18:30.

First, click Add to create a new time range and choose when the new Time
Range object will be effective with a start date and time. The New Time
Range dialog is shown here:



New Time Range

Name; Mon-Fri_Time_Range
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Now create a further constraint to recurring intervals by clicking on Add
Recurring Interval:

) Add Recurring Interval

Choose either Daily Interval or Range. Here you can see that the object runs
daily from 8 a.m. to 5 p.m.
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Click Add and then you will see the name, the effective dates, and the time
the object is configured for, as shown in the next figure.

To implement this Time Range object, you can only place it in one policy,
and as mentioned, that is the VPN group policy. Go the VPN Group Policy
object and click on the Add Group Policy button.
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Last, click on the Advanced tab and you can use the pull-down to add your
Time Range object.
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Security Intelligence Overview

Security Intelligence is an object category that contains three different
categories of lists and feeds:

1. Network
2. DNS
3. URL



Network Security Intelligence

Network security intelligence objects are simply IP addresses. These can be
used to blacklist or whitelist traffic based on the source/destination IP
address. The intent is to block malicious or compromised hosts and also
provide a safety net to prevent inadvertently blacklisting critical assets.

DNS Security Intelligence

These are domain names with a bad reputation. These are designed to prevent
hosts from resolving and subsequently connecting to evil or compromised
servers. They can also be used to identify internal hosts that may already be
compromised so they can be remediated.

URL security intelligence

These consists of URLs with a poor reputation. Two of the three objects
above—Network and URL—are implemented through the Access Control
policy. DNS security intelligence is implemented through the DNS policy.

Each of these is capable of receiving a Security Intelligence feed from Cisco
Talos. This feed is a dynamic collection of IP addresses, URLs, or domain
names that the FMC downloads at an interval you configure. Changes to this
feed are immediately applied to all devices without requiring a manual policy
deployment.

You can also create your own custom feeds for any of these categories.
Custom feeds are hosted on an HTTP or HTTPS server and—Iike the Cisco
Talos feed—they can be automatically downloaded at a customizable
interval. This method also applies the updated feed data to all devices
immediately.

You can also create custom lists that you then upload as a Security
Intelligence object. However, this is a rather inflexible method, as any change
requires re-uploading the entire list. In addition, if a custom list is added or
changed, you must deploy policies for it to take effect. This method may be
more appropriate for static information such as a whitelist containing your
critical routers or gateways.

Network Security Intelligence (SI)



Network Lists and Feeds have been included with the Firepower product
since version 8.x. They are simply a list of IP addresses. They are
implemented on the Security Intelligence tab in the Access Control policy
where they can be used to blacklist or whitelist traffic.

The system comes with four Network Security Intelligence objects by
default:

1. The Cisco-Intelligence-Feed
2. Cisco-TID-Feed

3. The Global-Blacklist

4. The Global-Whitelist

The Cisco-Intelligence-Feed

This is actually several lists of IP addresses in different categories. You will
see this later when we look at the Access Control policy in chapter 9, where
the SI is implemented. This feed is updated by Cisco constantly, and you can
download it as often as once every 8 minutes. Because of the fast-paced
nature of some malware campaigns, I recommend taking advantage of this
update frequency and setting it to the minimum interval. If you upgraded
from a previous version of Firepower, you may find that the interval is still
set to the old minimum window of 2 hours.

The Cisco Threat Intelligence Director (TID) feed Starting with Cisco
Firepower 6.2.2, the TID feature was added to Firepower and is intended to
supplement other Firepower functionality, offering even more defenses
against threats. TID can bring in data from threat intelligence sources and
publishes the data to all configured managed devices (elements).

TID enhances the Firepower system’s ability to block connections based on
SI from third-party sources as follows:

TID adds supports for additional SI filtering with SHA-286.

Cisco’s Security Intelligence allows you to filter traffic based on IP address,
URL, and domain name. TID also adds support for filtering on SHA-286
hash values.

TID supports manual file uploads or STIX and TAXII.



You can manually upload flat files or configure the system to retrieve flat
files from a third-party host in order to import threat intelligence into the
Firepower system. In addition, TID can download intelligence provided in
Structured Threat Information eXpression (STIX), which can use TAXII
feeds as sources. STIX and TAXII are standards developed in an effort to
improve prevention and mitigation of cyberattacks. STIX states the what of
threat intelligence, while TAXII defines how information is relayed.

TID provides granular filtering actions.

The SI allows you to only blacklist or whitelist by object, not by individual
components of an object. With TID, you can configure filtering actions for
individual simple indicators or individual observables.

TID does not require redeployment.

After you modify any settings in the Access Control policy, you must always
redeploy the changes to the managed devices. TID allows you to configure
sources, indicators, and observables without redeploying, and the system
automatically publishes new TID data to the elements.

FMC in a High Availability configuration

Last, if you have your hardware FMC in a High Availability configuration,
the system does not synchronize TID configurations and TID data to the
standby Firepower Management Center. You need to make sure that you
back up your FMC every night on your active FMC so that you can restore
the TID data after failover. When you create your backup profile, TID
backups is a check box selection you need to choose to enable TID backups.

The Global-Blacklist and Global-Whitelist

These objects are empty by default. They are designed to be populated with
your own custom IP addresses during the process of event analysis. By right-
clicking on an IP address in any of the various event views or in the Context
Explorer, you can add the address to either of these lists on the fly.

The scenario goes something like this:

“Holy malware Batman, this intrusion event is really bad. We should block
all communications to/from that host”

<right-clicks on IP address — selects Blacklist IP Now>

“Whew, that was close!”



191.235.95.108  MALWARE-CNC Win.Trojan.Pmabot outoound connection (1:37215:2)

~ Openin New Window
66.11

i

CNC Win.Trojan, Pmabot outbound connection (1:37215:2)
Whais

66,11 o Host Prfe CNC Win,JzaderPmabot outbound connection (1:37214:2)
B0 100 it oy 47 1T_SHB INVALID SHARE 133:26:2)

07 VMRESEIPNON o O envitoament variae netion st (13197
2] bl ; BAPP Joomla JDatabaseDriverMysali unserialize code execul
. Generate Events ™
7 otk UNESCAPED SPACE IN URI (119:33:2)
172.1 Disable Rule BARE BYTE (119:4:1)
Threshold
IRL— SESSION HUACKED SERVER (129:10:4
9118 ple documentation. SESSION HACKED CLIENT (129:9:1
g1 19 SR U SHALL SEGHENT (129:12:
Exclude

9118, _SESSION HUACKED CLIENT (128:9:1)



The above figure shows what the right-click menu looks like for an intrusion
event, notice how you can edit and even disable an IPS rule from this menu.

...and here is a connection event menu.



Open in New Window
Exclude
Open in Context Explorer

Whois
View Host Profile

Blacklist IP Now
Whitelist IP Now

AlienVault IP

IBM X-Force Exchange IP
Looking Glass IP
Recorded Future IP
Talos IP

Threat Grid IP

Threat Response IP
Umbrella IP

Virus Total IP



In the figure, the menu has vastly improved where you can not only blacklist
and whois, but now use third-party and Cisco products to verify and test an
IP.

Whois and Blacklist IP Now are my go-to items that I use.

When you select this menu item you receive an “Are you sure?” confirmation
dialog. Selecting Blacklist IP Now adds the IP to the Global-Blacklist and
updates this list on all your devices within seconds.

You can also use the Whitelist IP Now option to add the host to the Global-
Whitelist and allow the IP to bypass any Network Security Intelligence
blacklists. It’s important to understand that you only bypass SI and not the
whole Snort process when you whitelist a host.

When you click on Network Lists and Feeds under the Security Intelligence
category, you will see the default lists and the Ciscolntelligence-Feed. This is
shown here:

/I Route Map Name Type
@ Security Group Tag Cisco-Intelligence-Feed Feed
4 ) security Intelligence Last Updated: 2019-09-18 20:14:53
< DNS Lists and Feeds Cisco-TID-Feed

@) Network Lists and Feeds  Last Updated: 2019-09-18 20:53:34 .

» URL Lists and Feeds

@ sinkhole

(1 SLA Monitor

Global-Blacklist List

Global-Whitelist List

While it appears that you can edit the Global-Blacklist and Global-Whitelist
here, you are actually limited to removing IP address entries only. They can
only be added through the right-click method mentioned previously.

Note: According to the Firepower online help, adding an entry to either
global list causes the devices to update immediately. However, removing an
entry from either list requires a policy deployment. This is mostly true;
however, what really happens is when you add an entry to a global list, the
entire list is pushed out immediately. So if you have also just removed an
item from a list, that change will also be pushed out with the new list. What I



just wrote here matches Cisco’s documentation.

However, there is a “but” to this as well. Starting in 6.3 code, if you either
add or remove an IP address from the list, it is automatically and silently
pushed out immediately. This was not in Cisco’s release documentation for
6.3 and I stumbled on this information by accident while at a customer site,
and then I wrote and posted a blog on the new changes in the 6.3 and 6.4
code that were never in the release notes.

To add a custom list or feed, click the Add Network Lists and Feeds button.
Next, enter the name and pick the type of object—either Feed or List.

—_——

Security Intelligence for Network List  Feed ? X

-

Name;

Feeg
List !

. |
The Security Intelligence for Network List / Feed dialog is shown here:




If you selected List, you will be presented with a dialog to browse to the list,
which should be a text file with one IP/CIDR entry per line. The file can be a
maximum of 800 MB in size.

If you select Feed, you will see the following dialog:

Security Intelligence for Network List / Feed ? X

Name:

Type: Feed v
Feed URL:

MD5 URL: (optional)

Update Frequency: |2 hours v

..................................

Here you enter the URL where the feed file is located and an optional MD8
URL that can be used to determine if the file has been updated. If the MD8
hash has not changed since the previous update, the feed file will not be
downloaded. The Update Frequency field will default to 2 hours, but you can
set it as low as 30 minutes to update your feed more quickly.

DNS Security Intelligence

The DNS Security Intelligence feature was added in Firepower version 6. It
works like its Network sibling by receiving a feed from Cisco. However,
these are domain names with a poor reputation rather than IP addresses. Also
similar to Network Security Intelligence, there are a Global-Blacklist and
Global-Whitelist. You can add your own lists and feeds, which operate pretty
much the same way, by either uploading a text file full of domains or using a
custom feed that can be updated at an interval you select. DNS Security
Intelligence is implemented via the DNS policy.



We will cover how this works in detail later in the chapter on DNS, chapter
13.

The dialogs for adding/removing DNS lists and feeds are in nearly every way
identical to those for Network lists and feeds. The only difference is how you
go about adding entries to the Global Whitelist and Blacklist. Instead of right-
clicking on an IP address, you do so on a URL.

This figure shows an example of the menu you will see if you right-click on a
URL in a connection event.

URL URL Category
https://www.alext.info Uncateqgorized

Open in New Windo
https: //www.all e - s

Blacklist HTTP/S Connections to URL Now
Whitelist HTTP/S Connections to URL Now
https://ssl.qgoog Blacklist HTTP/S Connections to Domain Now nfg

Whitelist HTTP/S Connections to Domain Now
https://ssl.qgoo¢ nfo
Exclude

https://www.ali

(LA

(L")

By selecting Blacklist HTTP/S Connections to URL Now, you will add this
to the URL Global Blacklist. By selecting Blacklist HT'TP/S Connections to
Domain Now, you will add this entry to the DNS Global Blacklist.

URL Security Intelligence

The last intelligence category is URL Security Intelligence. As you may have
guessed, this is for URLs with a poor reputation. When you select URL Lists
and Feeds from the Security Intelligence objects list, you will see a page
similar to the ones for Network and DNS. However, one thing is missing—
there is no entry for the Cisco feed. This is because the DNS and URL entries
are combined into a single feed, which is managed under DNS Lists and
Feeds. If you return to the DNS Lists and Feeds page, you will notice that the



built-in feed is called Cisco-DNS-and-URL-Intelligence-Feed. So, while
there are three security intelligence categories (Network, DNS, and URL),
there are only two Cisco feeds.

As with URL objects, the URL Security Intelligence Lists and Feeds entries
will match any URL that contains the entry. Thus a feed entry of
www.lammle.info will match any page on the site.

Security Intelligence Under the Hood

Since this is an advanced book, let’s talk about some of the underthe-hood
mechanics when it comes to security intelligence. A common question is,
“Where can I find a list of the IP, URL, DNS entries in the Cisco feed?”
There is no way within the graphical user interface to find this information.

The best you can do is to see how many entries are in a given feed category.
To find out how many entries are in a given category, navigate to
Policies>Access Control>Access Control.

Then edit one of your policies and click the Advanced tab. You can then use
your mouse to hover over one of the Network, DNS, or URL categories. A
pop-up will indicate how many entries are currently in this category.

| URL Exploitkit
&/ URL Malware
¢ URL Open_p URL Malware = Security Intelligence for URL List / Feed (264,898 URLs)
@ URL Open_relay i
& URL Phishing
| URL Response
i URL Spam

But what about the actual entries? To find these you must SSH to either a
device or the FMC. You will find the three types of security intelligence
entries in the following three locations:

Network — /var/sf/iprep_download



DNS - /var/sf/sidns_download
URL - /var/sf/siurl _download

Here you will find separate text files for each security intelligence category.
You will also find text files for any of your custom feeds as well.

The output here shows the contents of the gq,s dgownloadfolder.
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filll

The files have unrecognizable UUID (Universally Unique IDentifier) names,
but if you use 5¢ peads O tail t0 100k at their contents, you will see they are

simply text files. Each one contains the name of the list as a comment in the



first line.

The next output shows the contents of one of these. Turns out it is the file for
the Command and Control (CnC) DNS list.
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Using this technique, you can find out the contents of any of the security
intelligence download files for each of the three categories. One huge caveat,
however: these files are updated frequently.

Depending on the update frequency you have selected, an entry that was here
30 minutes ago may be gone now. If you’re trying to troubleshoot an issue or
predict whether a given IP, domain, or URL will be blocked, this may not be
a viable technique. It’s nice to know, however, and now you can impress
your friends with your in-depth knowledge of Firepower!

Sinkhole

The Sinkhole object is another one that is new in version 6. I will go into
detail on how this works in the chapter 13 on DNS. For now, I’ll whet your
appetite with a brief description of the Sinkhole object and a bit of
information on how to create one.

A sinkhole is a DNS server that is designed to return nonroutable addresses in
response to DNS queries. More accurately, these IP addresses— routable or
not—do not resolve to an actual server. Since DNS resolution is the first step
in virtually any TCP/IP connection, this is designed to prevent a user/host
from successfully establishing a connection. By making it impossible to
resolve a name to an IP address, the connection is stopped dead in its tracks.

You might ask, “Why not just block the DNS request? Why use a sinkhole?”
Those are good questions. One reason has to do with the placement of the IPS
in relation to your internal DNS server. Oftentimes, the IPS sees a DNS
request for an evil domain coming from your DNS server, who forwarded it
on behalf of an infected client (infected by malware or just infected by a
user).

The IPS can easily block this request using a Snort rule. However, what you
really want to know is, “Which of my hosts made that DNS query?” Since the
host is trying to resolve an “evil” hostname, it would be very helpful to know
which host this is and maybe send in the incident response team.

By using a sinkhole, we can return a bogus IP address to the DNS server who
relays that to the (infected) host. Now when the host tries to actually connect



to this sinkhole IP—BAMO—we’ve got him! The IPS can see this request
and generate an alert that somebody is trying to connect to our sinkhole IP.
The only way a host would get this IP address in the first place is if we gave
it to him in response to an evil DNS request.

I said this would be a short description, so let’s stop here while we’re ahead.
I’1l explain this further with fancy pictures and diagrams in the DNS chapter.
For now, let’s talk about how you would go about setting up a Sinkhole
object.

There are no Sinkhole objects created by default. To create one, click the Add
Sinkhole button.
This will display the dialog shown in here:
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The options for your sinkhole are as follows:
» Name — Friendly name; you can use spaces if desired.

* IPv4 Address — The IPv4 address. Pick an address that resolves to
something North of your IPS (outside your network) but that no host should
ever try to connect to. One suggestion is to use the IPv4 space reserved for
“documentation” according to RFC 8737. There are three ranges: TEST-
NET-1

192.0.2.0/24> TEST-NET-2

198.81.100.0/24 TEST-NET-3
203.0.113.0/24- While technically public space, some

people also used ; ; 1.1 because it’s so easy to pick out when scanning an

event view page; however, even though we used this IP address for years,
you no longer want to do this as it is now in use. Keep in mind this should be
a single IP address entry, not a range.

» IPv6 Address— IPv6 does not have a specifically reserved range for
documentation, but given the size of the IPv6 address space, you should be
able to come up with something unique!

* Log Connections to Sinkhole or Block and Log Connections to Sinkhole
— Fairly straightforward. Do you want to allow this packet to continue or
block it at the IPS? If you are using an actual server listening on port 83/UDP
for your sinkhole IP address, you may want to allow the connection so you
can log the request there. Either way, Firepower will log it as a Security
Intelligence event.

* Type — The DNS Security Intelligence category breaks down into three
types (and None of course):
© Command and Control (CnC)

© Malware
° Phishing
The purpose of this selection is to allow you to have different



DNS sinkhole IPs for each type of DNS request. You may want to prioritize
CnC events and remediate these more quickly. This way you can set up
special alerting for any hosts triggering your CnC sinkhole IP.

Once your sinkhole objects are added, you can use them in your DNS policy
to catch much evil on your network!

Sinkhole Reloaded

Now that you know how a sinkhole works, let’s think of ways we can (ab)use
this feature. Since you can now make the DNS server return whatever IP you
want, you control everything! Say you have a list of sites that you’d rather
nobody go to. Maybe you want everyone to use only your favorite dating site
—farmersonly.com. To implement your evil plan using the DNS sinkhole
feature, here are the steps to take.

1. Create a text file with all the domains of all those other sites like
eharmony.com, match.com, okcupid.com, etc. 2. Upload this file as a custom
DNS Security Intelligence object.

3. Create a Sinkhole object and use the actual farmersonly. com site for the IP
address. Make sure you don’t block the connections to this sinkhole.

4. In your DNS policy, add a rule with an action of Sinkhole, and for the
Sinkhole, select your Farmersonly-dot-com Sinkhole object. On the DNS tab,
add only your custom DNS Security Intelligence object.

5. Deploy policies

What you did is tell the device to sinkhole any request for one of those other
dating sites and instead return the farmersonly.com IP address. The result will
be that anyone trying to go to match.com, eharmony.com, etc. will find
themselves looking at the farmersonly. com site. Then get ready for the
helpdesk calls!



Sinkhole 7T X

Name: Farmersonly-dot-com
IPv4 Address: 52.21.17.184

IPv6 Address: 2001:db8::

Log Connections to Sinkhole: o

Block and Log Connections to Sinkhole:

Type: None v

| Save ] | Cancel [

File List

The File List object has not changed since version 5 of Firepower. It simply
provides a way to customize file detection much like the blacklist or whitelist
in security intelligence. There are two objects here, the Clean-List and the
Custom-Detection-List. Both of these contain SHA-256 file hashes. They are
designed to override the system’s default behavior for a given SHA-256 hash.

The Clean-List contains SHA-256 hashes that should be considered clean
regardless of their disposition in the Cisco cloud. Conversely, the Custom-
Detection-List contains hashes considered to be malicious. Both of these lists
are checked by the FMC prior to querying the Advanced Malware Protection
(AMP) cloud when performing malicious file checks. The option to use this
feature is controlled from the Malware & File policy.

If you click the pencil icon to the right of either of the two lists, you get a
dialog like the one here:



File List R

Note: For file lists to take effect, a file policy containing a rule with either a Malware Cloud
Lookup or Block Malware action must be deployed to your devices.
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Add by: i
List of Stiks
Calculate SHA
Enter SHA Value
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There are three ways to add SHA-256 values to this object:

1. List of SHAs — This is a text file containing SHA-256 hash values, one per
line. You can give this entry a description when you upload the file. You can
upload multiple SHA lists in this manner.

2. Calculate SHA — If you have the file but do not know the SHA256 hash,
you can upload the file and let the FMC calculate the hash value. The file is
not saved on the FMC; it’s only used to calculate the hash for this entry.

3. Enter SHA Value — If you know the SHA-256 value, you can use this
option and paste it into the SHA-256 field.

Cipher Suite List

The Cipher Suite List object can be used if you are performing SSL
decryption on your device. The object comprises one or more cipher suites,
each representing a method used to negotiate SSL or TLS encrypted sessions.
You can use this list in your SSL rules to control which cipher suites the rule
applies to.

This figure shows an example of a Cipher Suite List object.



Cipher Suite List

Name:  Interesting-Cipher-Sultes

Available Cipher Suites

4 Search

{3 SSL_RSA_FIPS_WITH_308S_EDE CBC_ SHA
{4 SSL_RSA_FIPS_WITH_DES_CBC_SHA

{8 TLS_DHE RSA_WITH 3DES.EDE.CBC_ St
3 LS. DHE RSA_WITH_AES 128 CBC_SHA

4 TLS.DHE_RSA_WITH AES, 128 CBC SHAZS6

(3 TLS_DHE RSA WITH_AES, 128, GCM SHAZS6

3 TLS DHE RSA WITH AES 256 CBC SHA

5 TLS DHE_RSA_WITH_AES 256 CBC_ SHA2S

.} TLS_DHE RSA_WITH_AES_256_GCM_SHA3B4

{3 TLS_DHE_RSA_WITH_CAMELLIA 128 CBC SHA
{3 LS. DHE RSA_WITH CAMELLIA_ 128 CBC_SHA2S
1 TLS_DHE_RSA_WITH CAMELLIA_256_CBC_SHA
8 TLS_DHE RSA_WITH_CAMELLIA 256, CBC. SHA2S6
{4 TLS_DHE_RSA_WITH_DES_CBC_SHA

4 LS DH_Anon_ WITH_AES_128 GCM_SHA256

8 TLS_DH_Anon_WITH_AES 256, GCM_SHA364

3 LS DH_Aon_WITH_CAMELLIA 128 CBC_SHA

@ TLS_DH_anon_WITH_CAMELLIA 128 CBC_SHA236

Add

?X
Selected Cipher Sultes
&_M_ﬁkwﬂ;nuu_mos N
LB TLS RSA_WITH NULL SHA i
1 TLS _ECDHE RSA_WITH_NULL SHA q
5 TLS_ECOHE_ECDSA.WITH_NULL SHA V




Distinguished Name

Distinguished Name is another object related to SSL/TLS decryption. Each
object represents the distinguished name for a public key certificate’s subject
or issuer. The idea is that you can use these objects in your SSL policy to
control decryption based on server certificates with a certain subject or issuer.
Oftentimes these are used to determine which SSL sites not to perform
decryption for. This typically applies to outbound connections.

This is illustrated by the names of the default object that come with the
system.
Here shows the list of default Distinguished Name individual objects.
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All of the default objects are sites where the use of SSL. decryption will break
the underlying application. This usually stems from the fact that some sites
add extra or nonstandard functionality to their SSL. communications. Because
these deviate from “normal” SSL, any attempt to decrypt these
communications will cause the underlying application or process to fail.

Other sites that may be good candidates to bypass decryption include online
banking or healthcare sites—in other words, any site that you trust as
legitimate and you do not want to decrypt for privacy reasons. Remember,
we’re talking mostly about outbound SSL, so one of your users initiated the
connection. Cracking open someone’s online banking transaction—even in
the name of cyber security—is pretty much always a bad idea.

You can add your own objects and object groups. As you can see from the
examples, wildcards are also supported.

PKI

Public Key Infrastructure (PKI) objects are used when you are performing
SSL decryption on your device(s). Rather than going into detail on how PKI
works, I’ll give a short description of each of the objects:

« Internal CAs — If you are performing outbound decryption, it means you
will have to re-sign SSL. communications. In this re-signing process, you will
use a certificate that was either (a) generated by your FMC or (b) imported
into your FMC from an external certificate authority (CA). The Internal CA
object allows you to perform either operation.

 Trusted CAs — These objects represent the CA public certificate that
belongs to a trusted CA. You can import your own trusted CA objects. The
system comes with over 200 preconfigured Trusted CAs.

« External Certs — These objects represent a server public key certificate that
does not belong to your organization. They consist of the object name and the
certificate. You can use these in SSL rules to control whether or not you
decrypt traffic using the server certificate. An example would be a self-signed
server certificate that you trust but cannot verify because it’s not signed by a



trusted CA.

* Internal Certs — These objects represent server public key certificates that
belong to your organization. These consist of the object name, the public key
certificate, and the paired private key. These are used for the following
purposes:

© Decrypting incoming traffic to one of your organization’s servers using the
known private key

o Identity Services Engine (ISE) integration

o Captive portal configuration to authenticate the identity of your captive
portal device when users connect via web browser

FTD Only Settings

The following objects are only available when using FTD devices. They are
more commonly associated with some of the advanced routing or VPN
features courtesy of the system’s ASA lineage. This included the following
objects:

= SLA Monitor = Prefix Lists

» Route Map

= Access Lists = AS Path

= Community List = Policy List
= VPN

» Address Pools

» FlexConfig

» Radius Server Group

We will touch on each one in the following sections. For more information,
check out the online help or the user guide.

SL.A Monitor

The SLA (Service Level Agreement) Monitor object is used to monitor
connectivity to a monitored address through a given interface. It tracks the
availability of the route to the address. This is accomplished by periodically



sending ICMP echo request (ping) packets and waiting for a response. If the
request times out, the route is removed from the routing table and replaced
with a backup route.

These objects are used in the Route Tracking field of an IPv4 Static Route
policy.

You’ll find this under the routing tab on your FTD device.



New SLA Monitor Object 3

Name:

Description:

Frequency: 60
SLA Monitor ID*:

Threshold:

Timeout: 5000
Data Size: -13
TaS:

Number of Packets: 1

Monitor Address™:

Available Zones € Selected Zones/Interfaces
-4 Search

+o, Gig0.0-ESXI
ioy Gig0.1-Switch

Add

Interface Name | [ Add J

ook [ cenesi ] |

Prefix Lists

The IPv4 and IPv6 Prefix List objects are used when configuring route maps,
policy maps, OSPF filtering, and BGP Neighbor filtering.



Route Map

The Route Map object is used when redistributing routes into any routing
process. They are also used when generating a default route into a routing
process. A route map defines which of the routes from the specified routing
protocol are allowed to be redistributed into the target routing process.

Access Lists

Access control lists (ACLs) come in two types — standard and extended. You
can use them when configuring particular features, such as route maps.

Traffic identified as allowed by the ACL is provided to the service. Blocked
traffic is excluded from the service. Excluding traffic from a service does not
mean that it is blocked altogether.

Standard Access List
A standard access list only uses a source IPv4 address to define
an entry, and the action can only be Allow or Block.

Extended Access List

An extended access list allows matching traffic based on source and
destination IP, protocol, and port and also supports IPv6 addresses.

AS Path

An AS path is mandatory when setting up BGP routing. It consists of a
sequence of AS numbers through which a network can be accessed.

Community List

A community is an optional attribute for configuring BGP. It is a group of
destinations sharing a common attribute and is used for route tagging. Once
again, check out the help for more information on this feature. It is only
available on FTD devices.



Policy List

The Policy List object is used when configuring route maps. When a policy
list is referenced within a route map, all of the matching statements in the list
are evaluated and processed.

VPN

The objects under the VPN category are used in configuring the key
exchange and encryption protocols used for VPN communications. There are
several pre-created policies and proposals. You can also create your own.

Address Pools

These are the IPv4 and IPv6 address pools that can be used with the
diagnostic interface with device clusters or for VPN remote access profiles.

FlexConfig

FlexConfig is a feature that allows the use of certain ASA configuration
settings that are not yet available through the FMC user interface. It was
added to allow configuration of these less-used features and because there is
no “config” command available for the ASA side of FTD. The FlexConfig
objects are pre-created templates you can copy and use to implement
additional features on your FTD device.

You don’t need to use the templates if you are an ASA guru and know just
what commands you want to execute on your device. In the next figure, I
created a new FlexConfig object to enable Netflow reporting to a
StealthWatch Flow Collector.

You can hard-code the values as shown here or use the Insert button to insert
existing variables or even ASA system variables.



Add FlexConfig Object
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flow-export destination $interface 10.0.0,33 4444
flow-export active refresh-interval 1
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NG records to display

it (1] T




Radius Server Group

The RADIUS Server Group object is used to configure RADIUS
authentication for remote access VPN users. It’s fairly easy to configure. Just
give your group a name and add up to 16 RADIUS servers. You can
optionally configure an LDAP realm if desired.

You would then select this realm in your identity policies to access the
associated RADIUS server group when determining the VPN authentication
identity source for a traffic flow.

Intrusion Rules

This seems like an odd place to discuss intrusion prevention system (IPS)
rules since we haven’t covered the IPS policy at all yet, but this part is
actually found in the CCNP Security SNCF Object objectives for the exam,
because inside Object Management is actually found a tab for intrusion rules,
which can help you manage, edit, and configure your IPS rules.

This tab is called the Intrusion Rule Editor since you can edit rules here, and I
am only going to cover the minimum for the exam at this point, and then I’ll
provide more details on editing intrusion rules in the IPS chapter, but you
must know what this tab does.

This Intrusion Rules tab is shown here:

Overview Analysis Policies Devices [alsjf=lass AMP Intelligence Deploy

, System Help v admin v

Object Management Intrusion Rules
Search Upload Update Intrusion
| [1 Delete Local Rules | | 4 Import Rules ./ Create Rule

Group Rules By Category v v Category (50948)
» app-detect (165)
» browser-chrome (57)
» browser-firefox (289)
» browser-ie (2579)
» browser-other (92)
» browser-plugins (2534)

So, when do you use this? Well, not too much for a normal Firepower
administrator, but if you tweak and edit your IPS policy rules, then this is



another place to search, find, change, and save a rule. For example, if I want
to make a rule an advanced Pass rule, this is the place I would come to do
that configuration.

You can search for a rule, change the rule, and you can even create a new rule
by clicking on the Create Rule button on the right.

You’ll receive then receive the screen shown here:

Create New Rule

Message |

[A Client was Using an Unusual Port v
Edit Classifications

Classification

Action alert v

Protocol icmp ¥

Direction Directional ¥

Source IPs I | Source Port | |
Destination IPs | | Destination Port | |

Detection Options

ack ¥ | Add Option | Save As New |

From here you can write the
message you want to use, set a
classification for the rules, and define

Action alert v

Protocol pass




an action for the rule. The options are
alert and pass.

The protocols you can use are IP,
ICMP, TCP, and UDP.

Protocol

Direction

Source IPs

Going back to the Classification
setting again, this is an important part of
the rules, and it has many, many options; shows just part of them.



A Client was Using an Unusual Port
A Client was Using an Unusual Port
' A Network Trojan was Detected

Classification

Action A Suspicious Filename was Detected
A Suspicious String was Detected
Protocol A System Call was Detected

A TCP Connection was Detected
Access to a Potentially Vulnerable Web Application
An Attempted Login Using a Suspicious Username was Detected
Attempt to Login By a Default Username and Password
Attempted Administrator Privilege Gain
Attempted Denial of Service
. ' Attempted Information Leak
Detection -Op - Attempted User Privilege Gain
Decode of an RPC Query
ack Denial of Service
' Detection of a Denial of Service Attack
' Detection of a Network Scan
Detection of a Non-Standard Protocol or Event
Executable Code was Detected
Generic ICMP Event

Direction
Source IPs

Destination IPs

PAY ATTENTION! You MUST know what a pass rule is! To elaborate, an
intrusion rule is a set of keywords and arguments that the system uses to
detect attempts to exploit vulnerabilities on your network. As the system
analyzes network traffic, it compares packets against the conditions specified
in each rule. If the packet data matches all the conditions specified in a rule,
the rule triggers.

= If a rule is an alert rule, it generates an intrusion event.

= If it is a pass rule, it ignores defined source or destination traffic. You can
create pass rules in order to prevent packets defined in the pass rule from
triggering the alert rule in specific situations, this can be better than disabling
the alert rule. By default, pass rules override alert rules.

= For a drop rule in an inline deployment, the system drops the packet and
generates an event.

So, to double check that you were paying attention, answer this question:



What do you think you can put in place in your IPS rules to exclude traffic
from one host or group of hosts that is being blocked by an intrusion rule, but
you want all other traffic to continue on with the default action of the rule?
I’ll go over the answer to this in the IPS policy in chapter 12.

When you create a custom intrusion rule, the system assigns it a unique rule
number, which has the format GID: SID: Rev. The elements of this number
are:

GID

Generator ID. For all standard text rules, this value is 1 (Global domain or
legacy GID) or 1000 - 2000 (descendant domains). For all shared object rules
you save as new, this value is 1.

SID

Snort ID. Indicates whether the rule is a local rule of a system rule. When you
create a new rule, the system assigns the next available SID for a local rule.
SID numbers for local rules start at 1000000, and the SID for each new local
rule is incremented by one.

Rev
The revision number. For a new rule, the revision number is one. Each time
you modify a custom rule the revision number increments by one.

Before we finish the chapter, I want you to understand that the Firepower
system can create two types of intrusion rules—shared object rules and
standard text rules—but you can only create one.

Shared object rules can only be created by the Cisco Intelligence Group
(Talos). These are used to detect attacks against vulnerabilities in ways that
traditional standard text rules cannot. You can delete instances of a shared
object rule that you create, but you cannot delete shared object rules created
by Talos.

When the rest of us write our own intrusion rules, we create a standard text
rule. When writing a rule, understand that the most successful rules target
traffic that may attempt to exploit known vulnerabilities rather than specific
known exploits.



By writing rules and specifying the rules’ event messages, you can more
easily identify traffic that indicates attacks and policy evasions.

Summary

In this chapter we finally got into the meatof the Firepower system, objects.
Firepower uses objects, which are reusable configuration components, to
provide an easier way to use values across policies, searches, reports,
dashboards, etc. You saw how understanding the objects themselves requires
an understanding of how they are used within the rest of the system.

We went through the list of object types as shown in the user interface. Some
descriptions for well-known object types were rather brief, but there was a
more detailed discussion for other object types.

Toward the end of this chapter, I described several object types that apply
only to Firepower Threat Defense and that relate to some of the legacy ASA
routing and VPN features.

Chapter 9: Access Control Policy

The following CCIE/CCNP Security SNCF exam objectives are covered in
this chapter:

2.0 Configuration

2.2 Configure these policies in Cisco Firepower Management Center
2.2.a Access control
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If there’s one policy that’s arguably at the heart of the Firepower system, it’s
the Access Control policy. Virtually all traffic entering a Firepower or FTD
device will be processed through one or more rules in this policy.
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The Access Control policy determines which traffic will be logged, allowed,
or blocked by rules you create—the main source of logging that’s found in
Analysis>Connection Events. The ACP is also used to implement Security
Intelligence lists, IPS rules and File policies as well as SSL, Identity, DNS,
and your Network Analysis policy (NAP).

All traffic passing through a device is processed through the AC policy. If
you’ve had experience with packet filtering firewalls, this technology will
feel familiar to traditional firewall access control lists (ACLs), except that in
addition to allowing/blocking connections based upon IP address, port, and
protocol, the AC policy adds new ways to inspect traffic, greater flexibility,
and unmatched visibility via Firepower’s GUI.

Speaking to that flexibility factor, you can deploy your Access Control
policies in a number of ways by opting to create a single policy for
deployment to all your devices or going with a separate policy for each
device or group of them. Applying a policy replaces any existing policy with
the new one, and you can only apply one policy to a device at a time.

After we spend some time going deep into all things AC policy, we’ll walk



through a real-life sample of AC policy rules at the end of this chapter.

To find exam study material such as videos, downloadable supplemental
material. and practice questions, head over to www.
lammle.com/firepower.

Overview

While it’s true that the Access Control (AC) policy is the central hub, it’s
definitely dependent on several other policies. The figure below reveals
almost all of the policies that are configured in the ACP.

Check out the legacy GUI on the left compared with the same screen with the
new Light Theme on the right—pretty snappy upgrade, which to me is easier
to navigate most of the time!
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Let me quickly brief you on each of the policies shown in the preceding
figure here:

* Access Control policy: The main and mandatory policy. All policies listed
below it are configured into the AC policy.

* Intrusion policy: Certain rules in the AC policy can send traffic to the
Snort engine for inspection via an Intrusion policy.

» Malware & File policy:Traffic can also be routed for file and malware
inspection through one or more AC rules.

* DNS policy: Each AC policy has a DNS policy associated with it that
inspects traffic prior to processing by AC rules and can be configured to
allow, block, or sinkhole DNS traffic.

» Identity policy: AC rules can be created to match traffic based on user
identity. For these rules to function, an Identity policy is associated with an
AC policy.

 SSL policy: To carry out SSL decryption, this has to happen before
processing by the AC policy. It’s key, especially when it comes to identifying
applications within encrypted sessions.

* Prefilter policy:Prefilter rules may block or trust traffic prior to the AC
policy. Plus, we can assign tunnel zone names to assorted types of tunneled
traffic and then create AC rules to deal specifically with them.

» Network Analysis policy:You won’t find this one in the figure because it’s
kind of a hidden policy. The AC policy specifies one or more Network
Analysis policies with settings that impact Snort preprocessors and
subsequent Intrusion policy processing.

Through the Access Control policy, Firepower can invoke one or more of the
above policies to process network traffic. Here’s an example: We could
decrypt an SSL session, identify the application protocol, then inspect the
application traffic via Snort and Advanced Malware Protection (AMP) before
allowing it to proceed to its destination.

Think of it like this... Once all the dependent/interdependent policies are
configured, they’re then basically glued together with the Access Control
policy. Each FTD device can only have a single AC policy deployed to it at a
time, but a single policy can be targeted for one or more devices. So, you can
choose to deploy one policy per device or assign the same policy to multiple
devices. If your deployment is bare bones to basic and you’re simply
performing intrusion inspection on all traffic, then a single AC policy across



all your devices is probably all you need. It all comes back to that key adage
“Complexity is the enemy of security.” Plus, using fewer policies will make
configuration

and maintenance a whole lot easier down the line!

Policy hierarchy can really help us to keep settings consistent

between policies. By using a master/child policy design, you can

enforce certain settings in your child policies by defining them in the
master. You can even allow child policies to override various settings

from the master.

Policy Creation

So, let’s dive right into Access Control policy now! To get started, navigate
to Policies>Access Control>Access Control. There’s no default AC policy.

To create one, click the New Policy button and you’ll be presented with the
dialog shown here

Here’s the place to insert your policy name with an optional description and
select a base policy if you want one. If this is your first policy, leave the
Select Base Policy option at None. Next up are three choices for your
policy’s default action:



New Policy

Name:

Description:

Select Base Policy: None v

Default Action: ® Block all traffic Intrusion Prevention Network Discovery

Targeted Devices

Select devices to which you want to apply this policy.
Available Devices Selected Devices

, Search by name or value
=) 4140-HA

== Firepower_Appliance
_f__nvFrD—lg

5= VFTD20

| Add to Policy |

|

* Block All Traffic: If traffic doesn’t match any AC rules, it won’t be allowed
to pass through the device. It’ll insert a “deny ip any any” at the end of your
rule set.

* Intrusion Prevention: Traffic that doesn’t match any rules will be processed
through Snort rules in an Intrusion policy. This inserts a “permit ip any any”
at the end of your rule set. Here’s an example from an FTD CLI output—
notice the permit IP any any:

access-list CSM_FW_ACL._ line 10 advanced permit ip any any rule-id 268434432 (hitcnt=0)
0xa1d3780e
>

* Network Discovery: Traffic that doesn’t match any rules will be allowed
through the device and may be subject to analysis via the Network Discovery
policy. I’ve never used this option and I really don’t recommend it because
there are better ways to perform an IDS configuration.

I need to point out that there are a couple more options that aren’t available
on this screen. The first one is “which Intrusion policy will be used.” and the



second is the “trust action.” Both of these can be configured from the main
policy configuration screen.

Okay—so after configuring the settings above, you have the option of
targeting the policy for one or more devices. Select one or more devices on
the left and click the Add To Policy button.

If you target a device that already has an AC policy defined, when you click
Save, you’ll see a dialog similar to this:
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Clicking Yes will move the device assignment from the existing policy to
your new policy. No worries here; if you actually meant to remove an
existing device from another AC policy and add it to your new one, this isn’t
really an error.

This behavior stems from the fact that Firepower won’t allow you to
configure a device with no Access Control policy. And as a result, the system
won’t let you just remove a device from an AC policy. The only way to do so
is to add the device to another AC policy, which will remove it from the old
policy assignment. Call it a “positive handoff” if you like. It results in a
message similar to the one shown in the preceding figure.

After you have assigned your devices, click the Save button to begin editing
your new policy.

Policy Editing

When you start editing a policy, the first screen you’ll be presented with
shows the empty rule set along with tabs for the various policy settings. This
is displayed in figure below.

Before we dive straight into access control rules, I want to show you some of
the other policy settings available. Again, this follows our strategy of
ensuring that all the dependent settings and policies are in place before we get
to the heart of the policy—the rules! It’s really tempting to go straight into
the AC rules, but we’re going to make sure all our ducks are in a row first.
Check out the following figure:

See Default Action on the very bottom? This was set when we were bringing
our devices in. I set them to Intrusion Prevention, and if you look at your CLI
output you’ll see this is a “permit ip any any” at the end of your layer 7
access list, called the ACP rules.

After my network is up and running, I usually make this a “deny IP any any”
rule, but whether or not I do that, depends on my customer.

General Settings



Let’s take a minute to look at some of the settings across the middle of the
Access Control policy page starting with Prefilter policy on the left. These
settings aren’t specific to the tab that’s selected, and all the first three listings
here are shortcuts to their location in the Advanced tab on the same screen.

Prefilter Policy

The quick link for Default Prefilter Policy on the top left, allows you to select
a Prefilter policy, which is actually found in the Advanced Settings tab. This
policy will be applied to the devices targeted by this Access Control policy.
Even though this setting only applies to Firepower Threat Defense (FTD)
devices, you still have to select a policy here. Every policy starts with Default
Prefilter Policy selected and you can actually just leave this as is if you’re not
using FTD with the default Prefilter policy selected.

SSL Policy

This quick link on the top-middle of the page, allows you to select your SSL
policy, which again is actually configured in the Advanced Settings tab. Of
course, if you’re not performing SSL decryption, you can leave this at the
default setting of None. SSL decryption is performed after layer 3 SI
inspection, but before traffic is processed from the L7 SI, and then through
access control rules.

Identity Policy
Just as with Prefilter and SSL, this quick link allows you to select
an Identity policy to deploy to your devices. The default is None.

Inheritance Settings

Clicking Inheritance Settings displays the dialog shown in the figure below.
Inheritance allows us to nest multiple Access Control policies. You select a
base policy and optionally select Child Policy Inheritance Settings. Leaving
these boxes unchecked means child policies can accept or override the
various settings in the base policy. By checking a box, you are forcing the
child policy to use the settings for that particular area:

When policies are nested, rules in the base policy are inherited by the child



policies. The Mandatory and Base rule categories are placed at the beginning
and end of the child policy rule set. More on this when we get to rules later in
this chapter!

For now, know that policies can be nested up to 10 levels deep, and this can
wind up as an administrative nightmare because the various rule layers are
nested within each other. One of the most effective uses of policy nesting is
to maintain consistency in the Advanced and Security Intelligence settings
across your policies.

I also want you to be aware that these settings can tend to drift over time, so
maintaining them in the single base layer is a smart way to keep all of your
policies synchronized. Also, if you decide to modify these settings, you only
have to do it in the base policy—nice!

Policy Assignments

The Policy Assignments link is what we use to modify the device
assignments of the policy, and it’s the same setting used when we first
created the policy.

The next figure shows the Policy Assignments dialog:



Poly Acsgnments

Targeted Devices

Sl deies o Wiy W apl i ol

Al D St Do
4 84 by ramer vl | i4140-HA
i gy i
et ol ivFTD-lg
g
3l | |
Kokt oy |

[mpated Deies



Selected Devices reveals the devices where the policy is currently assigned. If
this policy is used as a base for others, then the Impacted Devices section lists
the policies that would be impacted by changing this one.

Because each device must always have an Access Control policy assigned to
it, the system won’t allow you to remove a device from a policy and then
save that policy. To assign a different policy to a device, you have to edit
your target policy and pull the device from the previous policy into the new
one. When you do this, you’ll get a confirmation dialog like the one shown
below, but it’s nothing to worry about. This is just confirming that you really
meant to remove this device from the previous policy assignment:

Confirm

Following devices already have assignments listed below. These devices will be reassigned to
current policy
device:FP7030 - policy:Discovery Only

. Do you want to continue with above changes?

[ Yes l No l

Security Intelligence

We’re going to take a second to review some of the other configuration tabs
before we get into the rules. A really vital one to always consider is the
Security Intelligence tab, covered in detail in Chapter 8, “Objects,” but the
AC policy is where the SI is actually implemented. This is the tab you’ll use
to configure the behavior of the various Security Intelligence lists.

The primary purpose of a Security Intelligence list is to blacklist or block
something. This capability has been expanded over subsequent Firepower



versions and now includes DNS, URL, and IP address lists.
Blacklists and Whitelists

Using Security Intelligence, you have the option of adding a given DNS
request, URL, or IP address to either a blacklist or whitelist. The blacklist is
pretty self-explanatory—adding an entry to a blacklist means the system will
generate a Security Intelligence event and optionally block the traffic. But
what does a whitelist do?

The easiest way to think about a whitelist is that a whitelist entry really only
exists to override a blacklist entry. The purpose of a whitelist is to prevent a
blacklist entry from messing with critical traffic and ruining your day. Take
an IP list for example... Just thinking about what would happen if the IP
address of a core router on my network gets mistakenly blacklisted makes me
kind of lose it. If my IPS started blocking all traffic to and from that router, it
could easily make the entire network grind to a halt—game over! To prevent
disasters like this, definitely add the IP addresses of key systems to a
whitelist. The reason this works so well is that whitelist entries always
override blacklist entries, so if there’s ever a conflict, the whitelist will
prevail.

Keep in mind that whitelist entries only override blacklist entries, so putting
an entry into a whitelist doesn’t mean Firepower will give that traffic a free
pass. It just means Firepower won’t blacklist the traffic, but it’ll still be
processed by the appropriate access control rules and could still undergo
intrusion and/or file inspection. It could also be blocked by an AC rule.

The Security Intelligence Tab
The Security Intelligence tab definitely looks a bit busy when you
first see it:
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On the left, you can see the Available Objects and Available Zones
columns where you’ll select your network or URL objects. You can

also optionally add a zone qualification to your object, which will

make sure the traffic matches the object (IP address or URL) and is

also traveling to or from the selected zone. You’re not forced to select

a zone, and if you don’t, the default zone of Any will be used. On the right,
we have the Whitelist and Blacklist columns that are

also divided horizontally into Networks and URLSs sections. Adding

a Network or URL object will cause it to appear in the appropriate

section within each list.

Available Objects

Let’s take a closer look in the next two figures called the Available Objects
column, which is further divided into two subtabs, one for networks and one
for URLs:
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Each of these lists contains various Security Intelligence categories populated
as a result of the Cisco Security Intelligence feed your FMC downloads
periodically to populate these categories.

Even though you can’t check into the individual entries from here, you can
see how many entries are in a given category. Hovering your mouse over a
category will cause a pop-up to appear listing the number of entries in the
category:
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URL Open_proxy

Keep in mind that this feed is updated constantly, so this count is likely to
change within minutes or hours, depending on the update frequency delimited
in the intelligence feed object. If this is a bit blurry to you, head back to
Chapter 8 to clear things up.

The Available Objects column will also show all of your custom Network or
URL objects as well as custom feeds. Any of these can be added to either the
Whitelist or Blacklist column by selecting them and clicking either Add to
Whitelist or Add to Blacklist. You’ll also notice the green plus icon above the
search field. This allows you to add a Security Intelligence feed or list on the
fly without having to navigate back to the Objects menu. If you do add an
object in this

manner, use the refresh icon (

) to refresh the list and show your new entry.
Blacklist Actions

When you first add entries to your Blacklist column, they’ll default to a drop
action indicated by the red X next to the list. For some lists you might not
want the connection blocked and just want to be notified about it instead.

Right-clicking on an entry will bring up a context menu that’ll allow you to



select Monitor-Only (Do Not Block). Doing this will change the action of the
list to logging an event without blocking the traffic. I really don’t recommend
doing this because, well, these are 100% guaranteed evil, so why would you
let them in just to watch them break your stuff and steal things?

But if you do decide to do this for reasons unknown to sane people, the icon
will change to a green arrow as shown below:
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Logging Options



There are three blue scroll icons on the page that control the logging for each
type of Security Intelligence list, and they’re pictured in the figure below.
The default setting for eachtype of Security Intelligence is to log the
connection. This means any matching traffic will be logged as Security
Intelligence events.

These can be viewed by navigating to Analysis> Connections>Security
Intelligence Events.
Check out the next figure:
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Clicking on any of the icons displays the logging options dialog, shown next:
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This allows you to disable logging if you want, or direct the logging to a
syslog or SNMP destination.
DNS Policy



DNS Security Intelligence is controlled by the DNS policy, which we’ll
explore thoroughly in Chapter 13. For now, though, I do want to quickly
preview a couple of things about it.

Selecting a DNS policy is as easy as clicking the DNS Policy drop-down and
selecting your previously created policy as you can see here:
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You can also edit the DNS policy directly from here by clicking the pencil
icon, which will open your DNS policy in a new browser tab.



HTTP Responses

The HTTP Responses tab has not changed since version 5 of the Sourcefire
System was first introduced. This tab is used to configure the web page
returned when a user attempts to visit a blocked website. When using the
URL Filtering feature, it’s generally a good idea to present the user with a
web page explaining why a particular site is blocked. The alternative—
simply dropping their HTTP request—will usually leave the user wondering
if there is something wrong with their Internet connection. Attempting to visit
a page and experiencing a time-out or an unfriendly browser error message
will just increase help desk calls. So instead, Firepower can return a web page
notifying the user that their attempt was blocked.

There are two available options for configuring the HTTP response on this
tab: Block Response Page and Interactive Block Response Page:
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Block Response Page

The Block Response page will be returned anytime a user’s HTTP request is
blocked by a rule using the Block or Block with Reset action. For this page,
you’ve got three options: None, System-Provided, or Custom. The default is
None.

This means that if you use an access control rule to block a user’s HTTP
request, they won’t get any information about why the page won’t display. If
the rule does not include the reset action, the user will probably see their
browser spin for a while before returning a browser-specific message telling
them the site couldn’t be loaded.

So better, you can send the user a generic notification that the site was
blocked or return a customized response page instead. The default system-
provided response page is shown below:
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Access Denied

You are attempting to access a forbidden site,

Consutt your system administrator for details.

Done




To select the standard response page, choose System-Provided from the pull-

down list. To view the page source, click the magnifying glass icon next to
the field.

To customize the HTTP response, select Custom. This will load the existing
page—system-provided by default—and allow editing or pasting the HTML
code you choose.

Interactive Block Response Page

The Interactive Block Response Page will be returned anytime a user’s HTTP
request is intercepted by a rule using the Interactive Block or Interactive
Block with Reset action. This page functions a lot like the Block Response
Page above except that the interactive rules give the user the option of
proceeding to the site anyway. The Interactive Block Response page includes
a JavaScript-driven button that if clicked allows the user to proceed to the
blocked website.

The default System-Provided Interactive Block Response page is shown here:
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Access Denied

You are attempting to access a forbidden site,

You may continue to the site by clicking on the button below.
Note: You must have cookies enabled In your browser to continue.
Consult your system administrator for detals.
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Done




Once the user clicks the Continue button, they can load the blocked website.
By default, the duration of this access is 600 seconds or 10 minutes. After
this period, the interactive block page will reappear.

Note: Without the use of SSL decryption, neither of the HTML response
pages will work if the site blocked is using HI'TPS, unless you’ve
configured your SSL policy, and SSL decryption is occurring.

Advanced

The Advanced tab has boatloads of settings that can be modified as you can
see in the figure below.
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Settings are grouped into various sections on the page, and most of them can
be left at their defaults. Several, like the Identity, SSL, and Prefilter policies,
can be set at any time by clicking the links near the top of the page.

General Settings



The General Settings section is a catchall of settings that really don’t fit into
the other categories. Check it out:
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Maximum URL characters to store in connection events Default: 1024
Maximum: 4096

This defines the maximum length of the field used to store URLs in
connection events for HTTP. Setting this value to zero would clearly disable
storing of URLSs in connection events, but you might just want to go with
reducing or disabling this setting to improve performance if your system logs
tons of HTTP connections.

Allow an Interactive Block to bypass blocking for (seconds)
Default: 600 (10 minutes)

Maximum: 31536000 (365 days)

This is the default time during which a user can access a URL that triggered
an Interactive Block rule, and the clock starts ticking when the user clicks the
Continue button. Setting this value to zero requires the user to bypass the
block using the Continue button for each request.

Retry URL cache miss lookup
Default: Checked

When this is disabled, the system will immediately allow traffic to a URL
when the URL category isn’t in the cache. A cloud lookup to determine the
URL category then takes place in the background. The URL is treated as
uncategorized until the cloud lookup completes with a different category. In
short, unchecking this will result in a faster user experience at the cost of
some accuracy and timeliness in URL categorization. Keep in mind that this
only applies if the URL Filtering license is in use.

Enable Threat Intelligence Director

Default: Checked

When enabled, it allows data from Cisco’s Threat Intelligence Director to be
passed to your managed devices. Threat Intelligence is configured under the
Intelligence>Settings tab.

Inspect traffic during policy apply
Default: Checked



When policies are deployed, the Snort process may either be reloaded or
restarted, depending on the type of changes in the policy. When Snort is
reloaded, traffic will continue to pass and will continue to be inspected. There
may be some increased packet latency as the system works to reload Snort
and inspect traffic at the same time, but no packets will pass uninspected.

Disclaimer here: When Snort is restarted, traffic will pass through the device
uninspected between the time Snort is stopped and the time the Snort process
is up and running again. This is normally just a matter of seconds, but there
will be some traffic that passes through the device uninspected.

Anyway, this setting allows you some control over how this restart/ reload
takes place. When you leave this setting at its default state of checked, the
Snort process will be reloaded if possible, but certain policy setting changes
will still cause Snort to restart.

If you uncheck this setting, Snort will always restart when policies are
deployed. The effect is that there will always be a few packets that’ll squeeze
through uninspected, but at least you won’t experience the increased latency
that’ll be the result of a Snort reload.

What Are All the Possible Things That Restart Snort?

The list of policy changes that cause a Snort restart is a long one, and there’s
no reliable rule of thumb that’ll help determine if a given policy change will
cause a reload or a restart.

But I’m guessing you still want to see the list, right? Okay, here goes:

1. Add a custom Network Analysis policy to AC policy
2. Add URLs the first time to an AC rule

3. Add/delete a File policy to/from an AC rule

4. Add/delete Intrusion policy to/from an AC rule

5. Deploy a new AC policy

6.Enable/disable adaptive profiles in AC policy

7. Enable/disable Identity policy in AC policy

8. Enable/disable SSL policy in AC policy



9. Make changes to default values under File and Malware Settings

10. Change IMAP preprocessor depth in Network Analysis policy
11. Change POP preprocessor depth in Network Analysis policy
12. Change SMTP preprocessor depth in Network Analysis policy
13. Enable/disable Inspect Archives in File policy

14. Enable/disable Store Files in File policy

15. Add custom DNS policy to AC policy

16. Modify the MTU size on device interfaces

17. Activate or deactivate an existing application detector 18. Create a new
application detector

19. Install a vulnerability database (VDB) update

20. Install a Snort rule update (SRU)

21. Deploy new shared object rules in the Intrusion policy 22. Create an
identity rule with an action of passive authentication

23. Add/remove a URL category/reputation condition in an AC rule

24. Revert to default values under File and Malware Settings on the
Advanced tab of AC policy

25.Restore a single default value under File and Malware Settings on
Advanced tab of AC policy

Now remember, this list is definitely not exhaustive because there are likely
several other modifications, especially in the Network Analysis policy, that’ll
precipitate a Snort restart.

The setting you decide on here is largely a trade-off of detection versus
connectivity. To get the best detection at the expense of a little latency during
policy deployment, keep the default setting. To ensure minimum latency at
the cost of some detection, disable the setting.

Identity, SSL, and Prefilter

These three are pretty straightforward and each one offers a simple drop-
down menu to select the associated Identity, SSL, or Prefilter policies.

Network Analysis and Intrusion Policies
These settings affect how intrusion rules are processed as well as which
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Intrusion Policy used before Access Control rule is determined Default:
(Depends on default action)
This setting determines what’ll happen to traffic that matches an

AC rule containing an application or URL condition. The challenge in
application identification is that it can’t be accomplished by inspecting just a



single packet. The number of packets required depends on the application
detector, but the system must allow at least some of the traffic to pass until it
can decide whether a given application is present. Once the applicationhas
been identified, the AC rule or rules designed to take an action will then be
enforced.

This setting determines what happens to the packets allowed to pass prior to
application detection. The default setting just allows them to pass using the
No Rules Active Intrusion policy, which is essentially an empty Intrusion
policy.

I’'m going to suggest that you go ahead and perform intrusion inspection on
this traffic, and to do that, just use the drop-down to select an Intrusion policy
with your preferred rule set.

There’s another factor here when you’re deciding on which rule set to use.
Say you’ve created a custom Intrusion policy that you plan to use in your AC
rules—we’ll call it My IPS Policy. When you deploy policies to your
devices, your custom Intrusion policy will be applied, but if you choose a
different policy, like Balanced Security and Connectivity, in this setting, it’ll
result in two intrusion policies being applied to your devices and each of
them will use system resources (CPU and memory). To increase the
efficiency of your policy and reduce some overhead, only apply as many
different intrusion policies as you really need. This is why I recommend
using an Intrusion policy you’re already using in your AC rules for this
setting. In the example here, you’d go with My IPS Policy from the drop-
down.

The default setting for this item depends on the policy default action you
selected when you first created this AC policy. If you chose Intrusion
Prevention, this’ll be set to Balanced Security and Connectivity, but if you
went with block or network discovery, it’ll be set to No Rules Active.

Intrusion Policy Variable Set
Default: Default-Set

This is the variable set object that’ll be used in conjunction with the Intrusion
policy immediately above it. Recall from Chapter 6 that this is what



determines the values for the variables used by Snort in intrusion rules.

Network Analysis Rules and Default Network Analysis Policy Default:
Balanced Security and Connectivity

These two settings are closely related, so I’'m going to cover them together.
One way to look at the Network Analysis policy is that it contains advanced
Snort settings. Most of the settings in this policy shouldn’t be changed from
their defaults because doing this can negatively impact detection,
performance, or both! But there are a few settings that Cisco does
recommend adjusting, which is pretty much based upon whether the device
will be used in passive or inline mode. And when I say inline here, I’m also
including transparent, switched, or routed mode.

We spent a lot of time in Chapter 23 going over how the Network Analysis
policy works and warning you about making modifications, so here’s my
basic guidance for the Network Analysis policy:

« Start with the Talos base policy that corresponds to your Intrusion base
policy: Connectivity, Balanced, Security.

* Enable inline mode and the inline normalization preprocessor if your device
is inline, including switched or routed.

» Restrain yourself from making other changes unless you know exactly how
they will impact detection and performance!

What I mean here is if your device uses only inline interfaces, you probably
only need one Network Analysis policy for that device. The same thing
applies if your device uses all passive interfaces. If this is the case, select
your customized Network Analysis policy here and move on. You don’t need
any network analysis rules! The vast majority of deployments fall into this
category.

So the real purpose of network analysis rules is to allow us to specify a
different Network Analysis policy for traffic in different zones, networks, or
VLAN:Ss. This means that if you have both inline and passive interfaces on the
same device, you probably want to specify two different Network Analysis
policies. In this case, using zones is probably the best idea. Zones translate to
physical interfaces, so these are natural traffic delineators between passive



and inline interfaces. To specify these different policies, you need custom
rules.

To create custom rules, click the No Custom Rules link shown in the
preceding figure. This expands the dialog as shown here:
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This allows you to create rules based on zone, source/destination network,
and/or VLAN tag. Each of these rules has an associated Network Analysis
policy, so you could specify your inline Network Analysis policy as the
default and then add a rule that includes all of your passive zones. In that rule
you’d specify your passive Network Analysis policy—the one without the
inline preprocessor enabled.

Even so, if you had both inline and passive interfaces, it probably wouldn’t
make much difference if you just used a Network Analysis policy with inline
mode enabled for all the traffic. In security, we really have to pick our battles,
and you need to decide how much time you have to tweak your policies and
settings and whether that time could be used more effectively somewhere
else. Also, consider that adding these rules increases the complexity of your
policy and that’s to be avoided when you can. But, if you really want to dial
in your detection and take advantage of all the flexibility that Firepower has
to offer, custom analysis policy rules are one way to get that done.

Files and Malware Settings

The Files and Malware Settings section allows you to tweak the behavior of
your Advanced Malware Protection (AMP) and file detection. Most of the
settings here are designed to balance performance and detection, but be very
careful, especially when it comes to increasing these values. They were set by
folks who know an awful lot about how malware behaves and how to squeeze
the most performance out of the system while still providing the maximum
detection possible!

The Files and Malware Settings dialog is pictured here:
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Limit the number of bytes inspected when doing file type detection

Default: 1460 bytes
Range: 0-4294969295 (4 GB)

When performing file type detection, Firepower looks for a signature near the
beginning of the file. For example, a GIF file will always begin with the
string “GIF8.” Other file types, such as EXE or PDF, also have similar
telltale strings or byte patterns. This setting limits how many bytes will be
inspected to make this determination. The default size of 1460 is equivalent
to the data segment of a typical Ethernet TCP packet and a value of zero
removes the restriction altogether.

Do not calculate SHA256 hash values for files larger than (in bytes)

Default: 10485760 (10 MB)
Range: 0—4294969295 (4 GB)

This setting will prevent the system from storing, performing malware cloud
lookups for, or blocking files larger than this size. This value has to be
greater than or equal to the settings for “Maximum file size to store (bytes)”
and “Maximum file size for dynamic analysis testing (bytes).” Again, setting
this value to zero removes the size restriction.

At first this can really look like a good number to increase. After all, it seems
like we’re allowing malware larger than 10 MB to traverse our network. Isn’t
this opening up a hole in our detection? Well, the answer is yes and no. Yes,
this does mean we do not do malware lookup on files larger than 10 MB, but
it turns out that 99.9% of all malware is under 10 MB. This helps preserve the
detection resources of the devices by not requiring them to collect and
calculate hashes for large files. Statistically, these large files are extremely
unlikely to contain malware, so including them would probably just get you
some ugly performance with virtually no benefit!

Allow file if cloud lookup for Block Malware takes longer than (seconds)

Default: 2 seconds
Range: 0—30 seconds



This setting determines how long a device will hold on to the last piece of a
file while waiting for the FMC to perform a malware cloud lookup on the
SHA-256. This setting prevents a large delay in a file transfer in case there’s
latency in performing the cloud lookup. If this time elapses with no response
from the FMC, the device will allow the file transfer to complete and register
a disposition of Unavailable for the file’s status. As with most settings, Cisco
recommends leaving this at the default.

Minimum file size to store (bytes)
Default: 6144 (6 KB)
Range: 0-10485960 (10 MB)

The minimum file size that can be stored using a file rule, and again a setting
of zero disables file storage. Storing gobs of really tiny files is a potential
drain on system resources with dubious benefits. This field must be less than
or equal to “Maximum file size to store (bytes)” and “Do not calculate
SHA256 hash values for files larger than (bytes).”

Maximum file size to store (bytes)
Default: 1048596 (1 MB)
Range: 0-10485766 (10 MB)

The maximum file size that can be stored using a file rule. A setting of zero
disables file storage. Must be greater than or equal to “Minimum file size to
store (bytes)” and less than or equal to “Do not calculate SHA256 hash
values for files larger than (bytes).”

Minimum file size for dynamic analysis testing (bytes) Default: 6144 (6
KB)

Range: 6144 (6 KB) — 2099152 (2 MB)

The minimum file size the system will submit to the cloud for

dynamic analysis. This field must be less than or equal to “Maximum file size
for dynamic analysis testing (bytes)” and “Do not calculate SHA256 hash
values for files larger than (in bytes).”

Maximum file size for dynamic analysis testing (bytes) Default: 1048576
(1 MB)



Range: 6144 (6 KB) — 2099152 (2 MB)
The maximum file size the system will submit to the cloud for

dynamic analysis. This field must be greater than or equal to “Minimum file
size for dynamic analysis testing (bytes)” and less than or equal to “Do not
calculate SHA256 hash values for files larger than (in bytes).”

Intelligent Application Bypass Settings

Intelligent Application Bypass (IAB) is a new-ish and cool feature in
Firepower. It was first introduced in version 6.0 and it allows the system to
automatically bypass or trust traffic flows based on criteria you set. The idea
is that large flows like nightly backup scans cause excessive utilization and
increase packet latency through the device, which not only affects the
backup, but all other traffic too.



Intelligent Application Bypass Settings

State
Performance Sample Interval (seconds)

Bypassable Applications and Filters

Inspection Performance Thresholds

Drop Percentage

Processor Utilization Percentage
Packet Latency (microseconds)
Flow Rate (flows/second)

Flow Bypass Thresholds

Bytes per Flow (kbytes)
Packets per Flow
Flow Duration (seconds)

Flow Velocity (kbytes/second)

| Revetto Defals

X

l0ff

5

- 0 ApplicationsFilters

& All applications including unidentified applications

Hide

9%

1000

0

Hide

500000

0

0

250000

K| G|




It would definitely be better to not inspect these backups since there is no
security value in doing so.

You can trust these flows with explicit trust rules or you can do it
automatically using IAB. Even if you do add manual trust rules, IAB can help
by automatically trusting other flows you may not have anticipated. The next
figure shows the available IAB settings:

To use IAB, first set the State option to Test or On, then select a non-zero
Performance Sample Interval (seconds) value. After this, click the link next
to Bypassable Applications and Filters and add the applications you want to
be eligible for bypass. Once that’s done, adjust the Inspection Performance
Thresholds and Flow Bypass Thresholds settings. You’ve got to set at least
one condition in each of these two categories, and both conditions must be
exceeded for bypass to kick in on a given flow.

It’s a very good idea to start in Test mode because in this mode, no traffic
will be bypassed but connection events will still indicate any flows that
would’ve been bypassed using the current settings. You should confirm that
these flows should have been bypassed prior to enabling this feature!

Transport/Network Layer Preprocessor Settings

These settings control some seldom-used behaviors of Snort’s
transport/network layer preprocessor (stream5). The figure below shows the
Transport/Network Layer Preprocessor settings. The first check box is Ignore
the VLAN header when tracking connections. You want to check this if your
device might process packets that are part of the same TCP connection but
have different VLAN tags.
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True, this is unusual, but if you don’t check this, these connections won’t be
correctly reassembled.

The next two items have to do with Snort’s active response capability. The
Maximum Active Responses setting limits the number of responses Snort will
generate for a specific connection. Minimum Response Seconds determines
the minimum number of seconds to wait before initiating subsequent active
responses for a connection.

There are two situations that are being addressed here.



The first one is drop rules. When deployed inline, (including switched or
routed), Snort will actively terminate a connection in the case where a drop
rule matches a packet. It does this by silently dropping the offending packet
and then continuing to drop subsequent packets in that same connection by
sending a RST.

The second one has to do with Snort rules written with the resp or react
keywords. These keywords can be used in rules to tell Snort to take an active
role in terminating the connection. It does this by sending a TCP RST or
ICMP port unreachable (type 3) packet to the source host. Rules with either
of these keywords will reset the connection regardless of the settings selected
here. Still, these settings determine whether Snort continues to initiate
additional active responses as it does for drop rules.

If you want to disable Snort’s active responses altogether, just enter a zero in
the Maximum Active Responses field. This will cause drop rules to silently
drop only the offending packets that they match. It will also disable active
responses for the resp and react keywords.

Keep in mind that the active response settings don’t apply to ASA with
FirePOWER Services modules.

Depending on your FMC model, you may have more than one interface
available. All FMCs will default to a single 1 GB copper management
port. The FMCs 4500/4600 and 2500/2600 also have optional 10 GB fiber
ports

Detection Enhancement Settings

Detection Enhancement Settings has been updated a bit for version 6.x.
Previously, this setting was only used to enable adaptive profiles and set the
update interval. The default was to disable adaptive profiles. Starting with
6.1, we now have an Enable and an Enable Profile Updates check box. The
former is enabled by default and the latter is disabled. But what does it all
mean?

Check out this figure for an example of the Detection Enhancements Settings
dialog:
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First, let me talk about the classic definition of adaptive profiles in Firepower.
The purpose is to allow the device to “adapt” its traffic processing based
upon the various packet reassembly behaviors of different operating systems.
Different operating systems perform both TCP and IP fragment reassembly
differently, and this is especially true when there are overlapping data offsets
in the packets. Never mind that this should never happen—the fact that it can
happen opens up the possibility that an attacker could evade detection by
fooling the IPS into reassembling packets incorrectly!

NOTE:If you’re curious and want to know more about this, check out the
1998 paper by Thomas Ptacek and Timothy Newsham called “Insertion,
Evasion, and Denial of Service: Eluding Network Intrusion Detection.” To



find out how this is implemented in Snort, read “Target-Based Fragmentation
Reassembly,” written in 2005 by Judy Novak. Both of these papers can be
found online by searching for their titles.

The key factor with this is that if we know the operating system performing
the reassembly, we can predict what the resulting data will be. The Adaptive
Profiles feature allows Firepower to do just that. Because Firepower
passively builds a host database, it presumably knows the operating systems
of all the hosts in the protected network. This information is saved on the
FMC. So when you enable Adaptive Profiles and periodic updates are sent to
the managed devices, Snort can leverage this intelligence when performing
packet and stream reassembly.

Now, in previous versions of Firepower, we only enabled Adaptive Profiles if
we had passive devices. When the devices are inline, the inline normalization
preprocessor handles this without being updated with information from the
FMC’s host database.

But starting in version 6.1, we have a new Enable check box, which is
checked by default. This box must remain checked for access control rules to
perform application and file control, including AMP, and for Snort rules to
use service metadata. So yep, this box is a huge deal because unchecking it
turns off most of the valuable features you bought Firepower for in the first
place! Would you ever want to disable these beauties and uncheck that box?
Well sure—if your system is held captive in a painfully cramped environment
with no application control, no AMP, and you don’t use any of the most
popular protocols like HTTP, FTP, and SMTP, then yes—knock yourself out
and shut it all down!

But you still have the Enable Profile Updates option if your policy is
deployed to passive devices, and you should also set Adaptive Profiles —
Attribute Update Interval. This is the interval in minutes when the FMC is
triggered to update the managed device with new profile data from the host
database. If you want to be even more efficient, use the Adaptive Profiles —
Networks setting to define a subnet range or variable where the protected
hosts are for this device. Otherwise, information on all the hosts in the
database will be pushed to the target device or devices.



Performance Settings

I’m going to cover the settings shown below on an “FYT only” basis because
performance settings are something that you just don’t touch. If you can’t
stand it and are now dying to know what these things do, PLEASE consult
the online help and proceed with caution! Be well warned that changing
parameters in areas like regular expression or pattern matching limits can
create detection nightmare scenarios that are so extremely hard to
troubleshoot it will make you cry.

Here’s a snapshot of these little piranhas—hands off!
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Latency-Based Performance Settings
Latency-Based Performance Settings control Snort’s behavior in cases where

packet processing is slowing down. These settings determine how Snort
behaves when there’s something causing packets to move through the



inspection process too slowly. There are two tabs available: Packet Handling
and Rule Handling, both shown below.

Latency-Based Packet Handling

The Packet Handling tab controls the per-packet latency threshold. Each
packet is timed because it’s processed through Snort’s preprocessors and
intrusion rules. The timer starts at zero and is checked at various points
throughout the inspection process. If at any time the latency number exceeds
the microsecond setting here, the packet is released to exit the device.

The purpose of this setting is to reduce or prevent negative impact on
applications. The default setting is 256 microseconds and, according to the
Firepower help, equates to a traffic flow of about 100 Mbps.

The following table shows the recommended minimum packet latency
settings:

Data Rate Microsecond

Threshold

1 Gbps 100
100 Mbps 250
5 Mbps 1000

By default, packets that exceed this threshold pass through and out of the
device without generating any alerts. Yes—hearing for the first time that
packets might be slipping through your devices can be a bit unnerving, but in
this case, there’s actually something you can do to know for sure!

To view alerts for packets triggering the packet latency threshold, enable
Snort rule 134:3. The easiest way to find this beauty is to go to your Intrusion
policy and search for “GID:134” in your rule filter bar.

This is shown in the following figure. Set the rule state for 134:3 to Generate
Events and stand back!
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I say that this because if you’ve got a lot of traffic and you’re hitting this
threshold repeatedly, you’re likely to see a legion of events generated from
this rule. So just be ready to disable it if it sends your event analysis group
into a frenzy!

In my experience, the default tends to favor application performance,
meaning when utilization spikes and latency numbers climb, there’ll likely be
some packets that aren’t fully inspected as they pass through the device.
Because of this, you may find yourself scrambling to raise the default
number, which will potentially increase packet latency but also reduce the
number of packets that exit the device prematurely.

The idea here is to adjust this number through trial and error—yep, trial and
error—until you arrive at a happy place where you obtain maximum traffic
visibility with little or no impact on applications.
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Unless your devices are woefully underpowered, you should be able to
perform 100% inspection with no application impact—with practice.

Latency-Based Rule Handling
The Rule Handling tab controls Snort’s behavior when there are specific rule
groups that are introducing excessive latency.
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Like Packet Handling, these settings are designed to prevent Snort from
causing application problems due to poor performance. In this case, we’re
zeroing in on poorly performing rules. There are four parameters that can be




configured here:

Enabled
Default: On

Enables or disables the Rule Latency setting. If this is disabled, Snort will
never disable poorly performing rules due to excessive latency.

Threshold (microseconds)
Default: 59

The default microsecond threshold allowed for a rule group to process a
single packet. Exceeding this threshold will increment the violation count for
the group.

Consecutive Threshold Violations Before Suspending Rule Default: 3

The number of consecutive threshold violations before the rule group is
automatically disabled.

Suspension Time

Default: 10 seconds

The number of seconds a rule group will be suspended. The documentation
for this setting speaks of “rule groups.” So,

what are these groups? When Snort first starts up, it builds decision trees
from the rule set. The purpose of these trees is to leverage the fact that many
rules look for similar packet conditions. Think about it—if a bunch of rules
are all looking for the same content, it would be really inefficient to
repeatedly check for that as Snort evaluates a horde of rules individually
against a given packet, right?

So by grouping similar rules together, Snort can inspect a lot more efficiently
by qualifying or eliminating a number of rules with a single content check.
To this done, Snort builds rule trees or groups with similar rules grouped
together for inspection; the process is completely transparent and occurs in
the Snort start-up process. This typically just lasts a few seconds.



Genius-level knowledge of this rule grouping behavior is beyond the scope of
our current talk, but understanding it comes in very handy for rule writers
setting out to create more efficient Snort rules.

During packet inspection, if a rule group exceeds the rule handling latency
threshold, the violation counter for that group is incremented. If the violation
count meets the consecutive violations number, the rule group is temporarily
disabled and packets won’t be inspected by it. At the end of the time
specified in the Suspension Time setting in seconds, the rule group will be re-
enabled.

Know that for a rule group to be disabled, the violations must be consecutive.
Any packets inspected by the rule group that don’t exceed the threshold will
reset the violation counter to zero. This means a stray packet or two that
exceed the threshold won’t trigger any change in Snort’s inspection.

As with packet latency, the default setting is silence if a rule group is
disabled. To enable event logging for this setting, enable events 134:1 and
134:2 using the technique mentioned previously. The 134:1 intrusion event
will trigger when a rule group is disabled, and 134:2 will trigger when the
rule group is re-enabled—10 seconds later by default.

Getting these alerts indicates that your device may be oversubscribed, or you
have poorly written rules. I’ve seen plenty of cases where sloppy rules are
repeatedly disabled even though the device is humming along fine otherwise.
Because this setting is enabled by default with no alerting, it can dupe you
into thinking your fancy custom rule is working great when it’s actually
being disabled nearly 100% of the time due to high latency!

The Rules Tab

If Firepower has one location that could be considered the heart of the
system, that location is the Access Control Rules tab pictured below. This is
the central rule set determining what happens to traffic because it’s processed
through the devices.

Check it out:
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Rule Categories

Access control rules are evaluated from top to bottom. By default, there are
two rule categories, Mandatory and Default, we use to group similar types of
rules together, and additional categories are added by clicking the Add
Category button. A good example is when you have a Trust category that
you’ve placed near the beginning of your rule set. The Add Category dialog
is shown below.

Adding additional categories can really help organize rules. Important to keep
in mind is that the category has nothing to do with the order rules are
processed. Traffic is always processed from top to bottom regardless of
whether you use multiple categories or place all your rules into a single
category. When adding a custom category, you have the option to select the
existing category where it will be inserted. Choose carefully here—while you
can reorder individual rules, you can’t reorder categories!



Add Category X

Name:

Insert: into Mandatory 4

1
| Cancel

Shown in the figure of the Rules tab above is a child policy that’s inheriting
settings from a base policy aptly named Base Policy. Any rules in the base
policy are added to Mandatory and Base categories at the beginning and end
of the child policy. The effect is to give the base policy the first and last word
when it comes to rules. Clicking the white triangle icon next to the category
name will expand or collapse the rule listing in that category.

Default Action

The Default Action is the action that the device takes if none of the access
control rules match a given traffic flow. Clicking the dropdown field displays
the available actions:

* Inherit from base policy: This option only appears for a child policy so the
default action becomes whatever’s configured in the base or master policy.

* Access Control: Block All Traffic: Simply stated, if traffic makes it this far,
block it. It’s a typical choice for a device deployed as a firewall.

* Access Control: Trust All Traffic: If traffic makes it this far, let it pass
through the device with no further inspection performed.

* Network Discovery Only: Traffic is inspected via the Network Discovery
policy only. This is not recommended.

* Intrusion Prevention: Allow the traffic, but first inspect it with Intrusion and
Network Discovery policies. All of the Ciscoprovided and user-created
policies are listed here. Depending on the Intrusion policy, some traffic could
still be dropped if it matches a Snort rule with the “Drop and Generate”
action.



It’s worth noting thatyou can’t perform file and malware inspection with the
default action. Those things must be performed in an access control Allow
rule.

Rules!

To add a new rule, click the Add Rule button.
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Name

Your rule deserves a name but keep it short because you only get 30
characters here! The name field turns an angry red if you enter too many
characters.

Enabled
New rules are enabled by default. Unchecking this box will leave the rule in
its current location but it won’t process traffic. Insert

Choose the category or position of the rule here. If this is the first rule, you’ll
only have category choices, but if there are other rules in your policy already,
you can insert your rule above or below an existing rule number.

Rule Actions
Allow

Use this action for AMP or Snort inspection. Traffic matching Allow rules is
allowed to pass through the device after being inspected by the appropriate
policies. You can inspect this traffic using an Intrusion policy, a File policy
or both. Depending on the rules in these policies, traffic could be blocked.
Technically, you can use an Allow rule with no inspection, but doing that
doesn’t really make sense because that’s what a Trust rule is for.

Trust

The Trust action allows traffic to pass through the rule set unmolested. It’s
typically used for network communications you don’t want to inspect
because of an impact to either the device or the application. Trust rules are
usually inserted early in the rule set.

Monitor

This is the only action that doesn’t affect traffic flow because the only
purpose of a Monitor rule is to log a connection event. Traffic matching a
Monitor rule continues to be processed by subsequent rules. It’s a good idea
to insert a Monitor rule early in the rule set to ensure connection events are
generated. This also prevents the need to remember to check the logging



option for some of your other rules.
Block and Block with Reset

These two actions deny traffic without further inspection. The Block action
simply stops the traffic from passing, while Block with Reset stops it and also
resets the connection. Blocked traffic is not inspected by Intrusion, File, or
Discovery policies, and even if you have a Monitor rule upstream, you’ll
probably still want to enable logging for this rule type.

Interactive Block and Interactive Block with Reset

In the case of HTTP traffic, these actions allow users to bypass a website
block by clicking through a warning page. If the user chooses not to bypass
the block, the rule functions like a Block rule in that traffic is denied without
further inspection. But if somebody goes ahead and bypasses the block, the
rule functions like an Allow rule and can perform intrusion, file, and
discovery inspection. These rules can be associated with Intrusion and File
policies in the same way that Allow rules can be. For non-HTTP traffic, these
rules work just like a Block or Block with Reset rule.

Rule Criteria

The group of eight tabs to the left of the dialog is used to determine the
criteria for matching traffic. By default, all of the tabs are empty, meaning
your rule will match all traffic.

Z.ones

The Zones tab, shown below, allows you to select the source or destination

zone or tunnel tag. This is helpful when your rule is designed for traffic to or
from a certain interface or tunneled traffic type. Select the applicable zone or
zones and use the Add to Source or Add to Destination button as appropriate:
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Networks

The Networks tab, pictured below, give us several options. First, you can

select an existing network object from the left and add it to the source or
destination networks column.
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You can also enter an IP address or netmask manually below the source or
destination column. If you want to add a new network object from here, use

the green plus icon () to add an object on the fly. After you do so, the object
will appear in the Networks column.

The Geolocation sub-tab provides access to all available locations plus any

Geolocation objects you’ve created. This can be used instead of or in addition
to the other network criteria.

There’s also a very cool sub-tab in the Source Networks column. The default
setting of Source simply matches the IP address of the packet’s source IP
field in the header, but the Original Client tab allows matching on the original
client IP address. This applies to HTTP traffic only and equates to the X-
Forwarded-For, True-Client-IP, and other HTTP header fields as configured
in the Network Analysis policy HTTP Configuration settings. Why this is
cool is because if your device is positioned outside your outbound web proxy,

you can still take action on traffic based on the IP address of your internal
hosts.

VLAN Tags

VLAN Tags allows you to specify a number from 0 to 4094 to identify a
network by VLAN. You can use objects you have created, add objects on the
fly using the green plus icon, or enter VLAN numbers directly below the
Selected VLAN Tags column as shown here:
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Users

This tab, shown below, allows you to specify which users your rule should
apply to. These users and groups are retrieved from a Microsoft Active
Directory server. Before you can use this condition, you must configure an
Identity policy and it must be selected using the Identity Policy link near the
upper right of the main Access Control policy screen or in the Advanced tab:

We’ll cover Identity policy thoroughly in Chapter 16. Applications

The Applications tab seen in the following figure allows for filtering your
rule based upon built-in applications, user-defined applications, and the
application filter objects you’ve created. You’ll find the same application
criteria (Risks, Business Relevance, Types, etc.) available here as you saw
under Application Filters on the Object Management page back in Chapter 8.
You’ll also see any user-created filters previously added here:

Zones Networks VLAN Tags Users Ports URLs SGT/ISE Attributes Inspection Logging Comments
Application Filters & Available Applications (3255) & Selected Applications and Filters (0)
Search by name \ Search by name
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In the upper right corner, there are two icons that control the Safe Search and
YouTube EDU settings. These icons are only clickable for rules with the
Allow action and they’re visible but disabled for other rule actions.

Safe Search

Safe Search is supported by major search engines and involves filtering out
explicit and adult-oriented content that businesses and education
environments, for example, would find objectionable. The way this works is
by communicating the restricted status to the search engine via the request
URI, cookie, or a custom HTTP header element. When you configure this in



an AC Allow rule, Firepower makes the appropriate modifications to traffic
matching the rule.

Clicking Safe Search icon (

;:;
/|

) displays the dialog shown here:
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Once you enable Safe Search, you must choose an action for traffic to non-
supported search engines. If you choose Block or Block with Reset, you’ve



also got to configure the HTTP response page that the system displays when
blocking restricted content.

There are specific application tags for search engines that do or don’t support
Safe Search. To find these, look under the Application Filters column,
expand the Tags category and look for “safesearch supported” or “safesearch
unsupported.” These settings can be used in conjunction with the Safe Search
option to tailor the system to your requirements.

YouTube EDU

The YouTube EDU service filters YouTube content for an educational
environment. This is different than YouTube Restricted Mode, which is a
subset of Google’s Safe Search feature. When using YouTube EDU, users
access the YouTube EDU home page rather than the standard YouTube home

page.

YouTube EDU T X

Enable Youtube EDU

HTTP Header

Custom ID *

* Reqguired Field

’ OK L l Cancel \

————

To use this feature, you must enter a custom ID that uniquely identifies a
school or district network. This ID is provided by YouTube when the school
registers for a YouTube EDU account. If you configure both Safe Search and
YouTube EDU, you should place the YouTube EDU rules higher in your
policy to avoid preemption.



Clicking the YouTube EDU icon (

) displays the dialog shown in the next figure. Once you check the
Enable check box, you must then enter the custom ID for the school or
district: Ports
The Ports tab is shown below. It is fairly straightforward and allows selecting
source or destination ports for your rule:
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Port selection works just as you would expect. You’ll notice the source ports
are limited to UDP and TCP, while destination ports include all of the IP
protocol ID numbers. This isn’t really a limitation; it’s just the way IP

protocols work.

These other protocols don’t have port numbers, so if you select one of them,
the destination port field is grayed out. Selecting ICMP (Internet Control
Messaging Protocol) will display an additional dialog allowing you to select



the Type and Code fields in the ICMP packets.
URLs

The URLs tab allows filtering based on Cisco-provided categories and
reputations as well as user-created URL objects. There are two sub-tabs, one
for Category and the other for URLs. The Category tab will only be
populated if you’ve purchased and installed the URL filtering license.
Reputations are only available when selecting URL categories and this
column is grayed out when the URLs sub-tab is selected.

If you are configuring URL filtering on Cisco FTD, you need to make sure
that Outbound port TCP/80 and Outbound port TCP/443 are able to
communicate with a Cloud Service Provider (CSP).

The URLSs sub-tab allows us to use a previously created URL object.
Alternatively, you can enter a URL in the field at the bottom of the Selected
URLSs column. Remember that URLs you enter are treated as a substring
match, meaning that if the text you enter is found anywhere in the URL, the
rule will match!

The URLs tab is shown here:
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SGT/ISE Attributes

The SGT/ISE Attributes tab provides a method to match traffic based on
Security Group Tags (SGTs) or through the Cisco Identity Services Engine
(ISE). If you have an ISE server configured, the Available Metadata column
is populated by querying ISE for available tags.

If you don’t have an ISE server configured, you can create custom SGT
objects and use them as conditions on this tab.
The SGT/ISE tab is shown in the following figure:
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Inspection, Logging, Comments

The three tabs to the right side of the Add Rule dialog don’t impact which
traffic a rule will match so you really could call them additional rule settings.

Inspection
The Inspection tab controls intrusion and file inspection for rules
that provide this capability.
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Add Cancel

that all of the options on this tab are unavailable and will be grayed out for
the rule actions of Trust, Monitor, Block, and Block with Reset, but our
Allow rule shown below, is not greyed out.

This is because these rules don’t allow for Intrusion or File policy inspection
of traffic, only Allow does. The following figure pictures the Inspection tab
dialog:

Use the drop-down fields to specify the Intrusion Policy, Variable Set and
File Policy settings used to inspect this traffic. Selecting a File policy
automatically enables and selects the File Events check box on the Logging
tab. It’s important to keep in mind that if you want to perform intrusion and
file inspection on a given traffic flow, you’ve got to enable both of these
options in a single rule. You can’t perform intrusion inspection in one rule
and file inspection in another because the second rule will be preempted by
the first one!

Logging

The Logging tab shown below controls the logging of connection and file
events for the rule. This tab doesn’t impact the logging of intrusion or
malware events because these events are generated based upon settings in the
Intrusion and File policies, respectively. To clarify, a connection event
records information about a network connection and a file event records



information about a file transfer. Connection events are generated by traffic
matching AC rules with the log option enabled, including Monitor rules. File
events will be generated by file transfers matching File policy rules that have
the Detect Files action configured.

There are two options for connection logging: you can log at either the
beginning or end of the connection. You could also check both boxes and
receive events at the beginning and end of the connection, but we use this
option mainly for troubleshooting connection logging issues. Logging at the
end of the connection is the usual choice.

These end-of-connection events include the beginning and ending timestamps
as well as connection data like the number of bytes, packets, protocol, URL,
and a bunch of other attributes. If this is a Block or Block with Reset rule,
only the Log at Beginning of Connection option is available.






I’1l cover inspection in more detail in Chapters 10 and 12 coming up.
Comments

The Comments tab displays existing comments and allow us to add new
comments to the rule. Clicking the New Comment button displays a dialog
where free-form text comments can be entered. The User and Date fields are
automatically populated. After a comment is entered, you can delete or
modify it only until the rule is saved. After that, comments can only be
viewed but they can’t be modified or deleted.

ACP Rules Example

Okay—with all that, I’m going to provide a real-life example of an ACP that
I’d build for a typical customer to get started with. Keep in mind that you’d
need to customize this for your network and add to it accordingly.

First, always configure your Security Intelligence (SI), HTTP responses, and
optional global logging and then come back to rules. For SI, add all the Cisco
objects for Network IPs, URL, and DNS feeds.

Let’s start at the top as shown in the figure of the Rules tab below. Notice
that I’m using categories. Remember that these don’t make some rules more
important than others—rules are always read top down. Categories are only
for administrative purposes.

My first Corp rules allow me to make global rules that affect everyone, and if
you had parent>child ACPs, these would always be at the top of every ACP.

I want to point out that rules 1 and 2 are used to eliminate noise in the
Analysis>Connection>Events table by not logging DNS requests or ads on
web pages. Trust me, these will fill up your events table even with just one
host!
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On the right-hand side, you can see that I didn’t enable logging on the first
three rules. Also, up there on the top, I circled a new feature out in the newest
code called Time Range. This allows me to create a time-based object and
then apply it to a rule to make a rule active only from 8 a.m. to 5 p.m., for
example. I only mention this new feature here because this feature actually
just came out while I was writing this chapter! Maybe you’ll find a business
case for this new feature.

For rule 3, pay special attention to the Application and URLs configuration.
You cannot have both and expect it to work! I’m just showing you that you
can perform blocking with peer-to-peer two different ways in a rule with the
same results. But again, don’t do both! If you choose the application
configuration, it takes about eight packets for Firepower to determine the
application flow, so users will get to the website but they won’t be able to
download torrents. The URL works better but, well, it costs a lot more too, so
if you don’t have the URL license, you can just use the application.

Remember not to use the Application and URL filter in the same rule
because of latency issues!

I’ve used rule 4 with some customers, but this may or may not be useful at
your company. Just notice that it blocks any Internet mail (Yahoo or Gmail
for example) and cloud storage like Dropbox, iCloud, etc.

Rule 5 will just log every packet. This means for any allow rule under rule 5,
you’ll no longer need to log those rules because you’d be getting double
logging on those packets.

This next section (rules 6-8) is just a broad example of what you can do with



the URL filtering. This assumes you have a URL filter license of course.

Notice that I’'m only allowing social media for the Marketing VLAN and the
next rule is to block everyone else from these platforms. You can see in rule
6 that I also have inspection on. The basic rule of thumb is that you never let
traffic out/in uninspected! Check it out:

w Corp URL Rules (6-8)

Allow Marketing to SM o Inside . Outside g8 Marketing ® Social Netw o Allow SE |

Two key things here... First, I’'m using the VLAN object that I created for the
Marketing VLAN in rule 7. Using an AD group would be a much better
solution, but that isn’t covered until Chapter 16 in the Identity policy
discussion, so I’ll come back to this rule in Chapter 16!

Last up is another broad example of allowing non-work traffic with an
Interactive Block rule using the Cisco URL categories. You can put up to 50
categories in a rule, so you can create more than one rule if you are
considering something like rule 8. I don’t recommend putting all Cisco
categories in an Interactive Block rule because that just doesn’t work well at
all. But if I just put a solid block here instead, well, that would definitely
work. Your phone would start ringing bigtime, so you’ll need to be available

for tuning! So be careful to only put in the categories that you really want to
block.

Here’s another way to stop non-business sites, if that’s what you need. Check
out this rule, an optional block for non-work sites:
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Instead of, and not included with, the URL categories to stop nonwork sites,
you can use the Application tab and choose high, very high, low, and very
low risk business-relevant applications.

This’ll work as well, but only if you’re going to tune your system, meaning
take calls and allow block URL/Applications. If you’re not going to tune,
then just don’t use either of the rules I just showed you.

We’re not done yet, so let’s keep going by looking at some geolocation
blocking. In the next figure, you can see that I created a GEO Rules category.
You really need to do something like this. Some of my customers I can lock
down with geo objects, some I can’t do any blocking with geo rules. Rule 9 is
probably the only one you need and want. Check that out here:

w Corp GEO Rules (9-11)

9  Stop All But NA , Outside j; Inside @ Just_North_Am: X Block &

o

10 Allow Updates i Inside 3 Outside i Categories: software update 7 Allow &

o

11 Stop Inside to GEO & Inside .3 Outside 7 Just_North_ 3¢ Block wil o 0

This stops anyone from the outside zone from creating a session to the inside
zone if they’re part of that GEO object I created. The object I created only
permits North America; which is Canada, U.S., and Mexico. If you can do
something like this, your network will be a lot more secure!

Now rules 10 and 11 are great and provide even more security, but it’s
unlikely you can use rule 11. This stops anyone from the inside zone from
creating a session outside North America. Notice rule 10 allowed any
software updates and that it’s inspecting traffic. If you’re going to create a
rule like 11, just know you’ll be doing a lot of tuning as well as adding a lot
more into rule 10.

Last thing I’'m going to do for now is add basically a “catchall” of all other
traffic going Inside>Outside with a “permit IP any any rule.” No worries
because the traffic will be inspected using a strong IPS policy and a solid
File/Malware policy.

This may seem like a security risk, and it definitely would be very much so if
I weren’t using my zones. Plus, I also use my NAT rules on the device at as a



poor man’s firewall, just as we’ve been using for well over 20 years!
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I enabled logging on rule 12 and remember that it’s very important to not
forget to log the default action as well so I used a red arrow so you’ll see it
and hopefully always remember to log the default action!

Summary

You learned all about the Access Control policy, which determines which
traffic will be logged, allowed, or blocked by rules you create. It’s the main
source of logging, and it’s found in Analysis>Connection Events.

You now know that the AC policy is also used to implement Security
Intelligence lists, IPS rules, and File policies as well as SSL, Identity, DNS,
and your Network Analysis policy (NAP).

All traffic passing through a device is processed through the AC policy,
which bears some resemblance to a traditional firewall access control list
(ACL).

The ACP is the main policy and the only policy you have to have, so it’s
great that you now understand how this works and how it deploys to your
devices!

The last thing you were shown in this chapter was a solid, realworld example
of an ACP I'd start with at a typical customer to bring home the practical
application of this key aspect to Firepower security.

Chapter 10: Malware and File Policy

The following CCNP Security SNCF exam objectives are covered in this
chapter:
2.0 Configuration



2.2 Configure these policies in Cisco Firepower Management Center

2.2.c Malware and file

4.0 Integration

4.1 Configure Cisco AMP for Networks in Firepower Management Center
4.2 Configure Cisco AMP for Endpoints in Firepower Management Center

SNORT Process q
Defrag | 4 s 4 !
- Policy! | SSL - Identi = Classify _ Network File Y Snort
L aop [ Decrypt 7S, Polict)y B Acp{" QoS ™ Discovery ™ Policy; | Rules
" ¥ Snort Verdict
|___ Capture Snort
LINA Process / Data Here
YES 2
Data
Existi P Acquisition
Ingress = (XSG AT ™ Polley ™ L34 AGL (Cogy i You are here
f i o memory) |
Capture Lina Fast Path Capture Lina
Data Here Data Here
LINA Process ‘
flow | Al LI nare | leores |l VRN | —
Update |_' Checks ‘_' Header ™ QoS | Encrypt ‘_' L3 Routgs== Lo Aok

'

I’ve got to say, one of my favorite things about Firepower is that it actually
lets us carve out files from network flows, reassemble them, and then
perform an action. There are two very cool tools that combine to give us this
impressive ability, Advanced Malware Protection (AMP) and File Control,
and they’re both controlled by a single policy type.

AMP is designed to address the most prevalent threat vector in use today—
malware. This malicious software is intended to damage or disable a
computer system, steal data, or carry out some other ugly deed on an
unsuspecting victim. It can exploit a software bug or other weakness, but by
far, the vulnerability malware targets the most is the user!

Cisco has integrated AMP capabilities into several products, including
Firepower and AMP for Endpoints, plus the email (ESA), and Web Security
Appliance (WSA). All of these are a lot alike when it comes down to their
detection methods, and they all use the centralized Cisco Collective Security
Intelligence (CSI) cloud as their main source of information.

The second tool, File Control, gives Firepower the ability to perform actions
on files based on the file type, like blocking executable file types transferred



via HTTP. Unlike malware detection, this action doesn’t require
reassembling the entire file, just the first part that contains the header
information.

I’m going to briefly cover AMP for Endpoints before moving into some
hands-on lab examples. After that I’ll configure my pair of 2500 FMCs with
a File/Malware policy and push it to my 1050s’ FTDs, then verify the policy
is actually blocking malware. This is going to be a fun chapter!

To find exam study material like videos, downloadable supplemental
material, and practice questions, just head over to www.lammle.
com/firepower.

Advanced Malware Protection (AMP) Basics

Modern networks definitely make it super easy to communicate, share
information, and collaborate with other users and businesses. The barriers
and hoops we had to jump through to download and run software before
today’s effortless connectivity have been reduced to a click of the mouse.
This is all really great, except that way too many users are totally unaware
that there’s just no way to tell exactly what a binary executable program is
going to do before executing it. Most people just trust it to do what it’s
supposed to do and click away! Worse, the program can usually do anything
within the context of the user’s permissions. So if that user has root or admin
privileges, then the sky is pretty much the limit on what that malware can do
on the system, resulting in potentially devastating damage!

A key component of AMP is cloud intelligence. The Collective Security
Intelligence cloud continuously processes samples of files it gets from lots of
sources. These files are run through a series of checks comparing them to
known malware or executing them in a safely contained environment called a
sandbox. The files are then assigned a disposition. Sometimes, third-party
intelligence feeds provide hash values and dispositions for malicious software
without the actual files themselves. For these trusted sources, the AMP cloud
may convict the file without actually testing and analyzing it in a sandbox
environment.



File Analysis

AMP uses this cloud intelligence to block and/or alert on known malicious
software before it reaches the endpoint target using these techniques:

* SHA-256 hash

» Static file fingerprint (Spero)
* Local malware analysis

* Dynamic analysis

SHA-256

The first technique used is to calculate the SHA-256 hash for the file in
question. Each file has a unique hash value. The Firepower/FTD device
carves the file out of the network flow, calculates the SHA-256, and transmits
it to the FMC. In turn, the FMC checks its local cache and, if necessary,
transmits the hash to the Cisco AMP cloud.

A disposition is then returned to the FMC, which it then forwards to the
device. If the disposition is malware, the device can block the file and maybe
even store it depending on file policy settings. This lookup happens really
fast—usually under 600 milliseconds- more like about 200ms!

I want to point out that the file itself never leaves the device in this case—
only the SHA-256 hash is transmitted.

Here is the figure, and the 6 steps, that I used in chapter 1 to describe the
SHA lookup when packets match a File policy rule on a Firepower device.
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Spero Analysis

The second technique is a static file analysis called Spero, which collects a
number of file attributes and generates a signature of these values. They
include file header information, dynamic-link libraries (DLLs), and other
static metadata information. The idea here is that even if the file isn’t exactly
the one we’re looking for, there are probably signs within it that’ll peg it as
malware. The Spero signature is analyzed and the Cisco cloud arrives at a
malware score.

This score is returned to the FMC, which forwards it to the device. If this
score is high enough, the file could be convicted as malware. As with the
SHA-256 method, Spero analysis doesn’t require the file itself to be
transmitted to the cloud.

Local Malware Analysis

This method involves the device inspecting a file using a local malware
inspection engine known as ClamAYV, an open source antivirus and anti-
malware toolkit maintained by Cisco. Even though this isn’t actually a full
implementation of ClamAlV, it runs the files through a number of high-
confidence checks. Local malware analysis can generate a malware alert and
block the file if it’s suspected to be malware. In addition, a file composition
analysis is performed detailing a file’s properties, embedded objects, and
possible malware characteristics. You can find this report via the FMC
analysis user interface.

Dynamic Analysis

The last technique differs from the previous three in a few keyways. First, it
takes time—7 to 10 minutes or more to return a disposition. Plus, dynamic
analysis requires the file to be uploaded to the Cisco cloud and involves
executing the file in a sandbox virtual machine environment. As the file
executes, its actions are analyzed, including behaviors like these:

 Host IPS/firewall/operating system protection evasion
* Persistence and installation behavior
* Anti-debugging



* Boot survival

 Data obfuscation

» Remote access functionality
* Virtual machine detection

* Network connections

Here again, if the analysis score is high enough, the file will be convicted as
malware. By this time the file has already passed through the device, so
clearly it can’t be blocked, but because the hash is now classified as malware,
any future detections of this file will immediately return a malware
disposition. And if the score is really high, the conviction will be universal
within the Cisco cloud. This means that if the file is ever seen by any AMP-
enabled product again, it’ll get a malware disposition returned on it, which
demonstrates the real power of the cloud. Protection will be provided across
the entire Cisco customer base, even to those who haven’t actually
encountered a specific piece of malware themselves!

Retrospective Events

Another interesting AMP feature is called a retrospective event, which occurs
when the malware disposition for a previously detected file changes. When
this happens, it pretty much always refers to a file that was previously
assigned the disposition “unknown” has been since discovered to be
malicious.

A retrospective event can occur minutes or even days after a file was first
detected and the change will be reported to the FMC from the Cisco Security
Intelligence cloud. The FMC will then update all previous detection events
for this SHA-256 value with the new disposition.

So retrospective detection is a powerful AMP feature for sure. Even if a new
piece of malware escapes detection at first, once it’s true nature has been
revealed as malicious, you’ll be alerted so that you can go back and find out
exactly where it traversed your network and block it on all your Firepower
devices!

ESA, WSA, and Endpoint AMP all allow you to block or quarantine



malicious files, and we can only do that because of the AMP cloud database.

This database actually knows every network and every endpoint that has
encountered a particular file and shouts out that vital information to all
affected customers—nice!

File Dispositions

All of these techniques exist to determine and return one of five possible file
dispositions:

Clean

The file is benign, indicating that it’s a known, good file. The clean
disposition is either returned by the AMP cloud or it has been manually
added to the Clean-List.

Unknown
A definitive disposition could not be determined, meaning the file hasn’t
been seen anywhere yet or a sandbox score wasn’t high enough to convict it.

Malware

The file has been categorized as malware either by the cloud or by local
malware analysis, or it’s exceeded the malware score threshold in the file
policy.

Unavailable

This disposition isn’t actually returned from Cisco, but it means something
prevented the cloud lookup. Cisco tells us a small percentage of lookups
return this disposition.

Custom detection
The user has added the file to the Custom-Detection-List.

Archive Files

These receive the disposition of the lowest rated file in the archive. For
example, an archive containing all clean files will be marked as clean, but if
there’s even one unknown file there, it’ll be marked as unknown. An archive
with only a single malware file in it will be marked as malware no matter



what other files it contains.
File Disposition Caching

To minimize the number of cloud lookups, file dispositions are cached on the
FMC. Once a file disposition is returned from the cloud, it’s cached so that
subsequent lookups of this same hash value won’t trigger repeated cloud
communications. Here’s a list of the cache time-to-live values:

* Clean: 4 hours

e Unknown: 1 hour

» Malware: 1 hour

» Unavailable: Not cached

 Custom Detection: This disposition never results in a cloud communication
since the FMC maintains the CustomDetection-List locally.

Cloud Communications

The communications architecture for this process is fairly simple and nearly
all cloud communications are initiated by the FMC. By default, this
communication takes place over port 443.

You can change this port on the FMC under System>Integration>Cloud
Services.

The next figure pictures the options available for AMP network
communications.
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You can change the cloud communications port to 32137 if you want, and
even though this is an unusual port that might require a special firewall rule,
it can be a good option. Cloud communications are encrypted end to end by
the FMC, and when using port 443, this encrypted traffic is encrypted a
second time with Secure Sockets Layer (SSL). Of course, encrypting traffic
that’s already encrypted means more overhead, so if you want efficient cloud
communications, using port 32137 would seem like a nice way to go. Just
keep in mind that you can’t proxy communications on port 32137.

So clearly, if your FMC communicates to the Internet via a proxy, you’re
stuck with port 443. Plus, Cisco cloud infrastructure happens to be moving
away from the use of port 32137 anyway, so efficiency aside, I’ve got to
recommend using port 443 for new installations so you don’t have to change
it later.

Now I know I said nearly all communications are initiated by the FMC, but
there’s one exception: If you enable Dynamic Analysis in your file policy,
files will be uploaded directly from the appliance or FTD device to the cloud.
This means you’ll have to open outgoing ports on the firewall for your
Firepower/FTD devices. Devices can connect directly or through a proxy.

Malware & File Policy

The policy controlling all this behavior is called the Malware & File policy,
and I’m just going to call it file policy for short. It controls which application
protocols will undergo file inspection, the direction of file transfer, the type
of files to inspect, and the action. File policy isn’t applied directlyto managed
devices, it’s applied to traffic via a rule in the Access Control policy instead.
Usually you add file inspection to the same rule or rules where you specify an
intrusion policy, and I’ll go much deeper into this in Chapter 14, “Access
Control Policy.” For now, just know there are no policies created by default.

To create a new file policy, go to Policies>Access Control> Malware &
File and click the New File Policy button to start a new policy.

Fill in the policy name and optional description in the dialog as shown here:



New File Policy 0

Name

I Lammle_File_Policy ]

Description

\ I

[ Cancel

There are two tabs in the file policy: Rules and Advanced Settings. Let’s start
with the Advanced Settings tab.
Clicking it displays the options shown here.

Advanced Settings



Lammle_File_Policy

Enter Description

Rules  Advanced Settings
L ————L

General

First Time File Analysis
Enable Custom Detection List
Enable Clean List

If AMP Cloud disposition is Unknown, override disposition based upon threat score

[ Disabled 2

Archive File Inspection
|| Inspect Archives
Block Encrypted Archives
'/ Block Uninspectable Archives
Max Archive Depth

Enter a value between 1 and 3

2



Okay—the settings shown are the defaults, so you’ll probably want to modify
these based on your requirements. Let’s take a look at your options now.

First Time File Analysis

Submit for file analysis a file that’s been detected on the system for the first
time, which has an unknown disposition. For this to work, the file must
match a rule configured to perform malware cloud lookup as well as Spero,
local malware, or dynamic analysis. If you disable this option, files detected
for the first time will be given an unknown disposition.

Enable Custom Detection List
You’d check this box if you going to use your Custom-DetectionList object
found in Objects>File List.

The Custom Detection List contains a list of SHA-256 values that’ll always
be considered malware and that disposition is stored on the FMC.

Enable Clean List

Choosing this box enables your Clean-List object. These SHA256 values will
always be considered clean regardless of their cloud disposition.
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Here is a reminder of where these objects are found in the main Object
management screen. Unlike the SI objects, you can add and removes SHAs
from these objects here:

Override AMP Cloud Disposition Based upon Threat Score This should
stay disabled now because it’s a legacy setting that’s

no longer used, but you can change it if you want to override the
default threat score from Talos.

This option has four settings:

* Disabled (Files will not be considered malware based on Dynamic
Analysis.)

* Medium

* High

* Very High

Medium, High, and Very High are the Dynamic Analysis scores

that will result in marking a file as malware and will apply to any files
analyzed in the Cisco Intelligence Cloud.

Inspect Archives

I definitely recommended enabled, and I’m actually not sure why it’s
disabled by default. I’ve just never found a good reason not to look into



archived and compressed files!
Block Encrypted Archives

After enabling Inspect Archives, you can choose to look into the archived and
compressed files and block them if they have encrypted contents.

Block Uninspectable Archives

This option blocks archive files that can’t be inspected for reasons other than
encryption or if they’re password protected. It usually applies to corrupt files
or files that exceed your maximum archive depth—even to unknown or
custom file types. Seemed like a good idea at the time, but I enabled this at a
customer site and most of their files were dropped because they used custom
applications and Cisco didn’t know the file type... Live and learn! Now I
usually avoid enabling this option because of that lovely experience.

Max Archive Depth

Block nested archives exceeding the specified depth. The toplevel archive is
not counted, so an archive with one nested archive file would be a depth of
one. I’ve set this to 3 at most customers’ sites and have not encountered an
issue.

File Rules

File policy rules are configured on the Rules tab, and to create a rule, just
click the Add Rule button. Doing that brings up the View Rule dialog. Let’s
go through the options on this page shown here:
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Application Protocol

Any

HTTP

SMTP

IMAP

POP3

FTP

NetBIOS-ssn (SMB)

transfers. Notice they’re not encrypted

protocols, though, so without the help of a separate decryption
solution, Firepower can’t peer into connections using protocols like
SCP, SFTP, SSL, and TLS.

Application protocol selection is what you need to improve
performance because it allows for only inspecting a certain protocol
with your rule. Choosing Any will detect files over multiple protocols
regardless of the file transfer direction.

Direction of Transfer

There, below the Application Protocol option, you’ll see the Direction of
Transfer option. The values available in this drop-down depend on what’s



been selected in the Application Protocol option above it.

Direction of Transfer

Any v

Upload
Download

If Any is selected for a protocol, then the options here are as follows:

* Any
* Upload
* Download

Know that not all application protocols are treated equally, and some of them
are restricted in the direction of file transfer supported. You’ll find that the
protocols dealing with email (SMTP, POP, IMAP) are restricted to upload or
download.

The following table shows the directions supported for each protocol:

Application Protocol Direction of Transfer Any Any, Upload, Download
HTTP Any, Upload, Download

SMTP Upload

IMAP Download

POP3 Download



FTP Any, Upload, Download
NetBIOS-ssn (SMB) Any, Upload, Download

File Policy Actions and Licensing

It’s really important to understand what you can do with the file policy using
actions and the licensing needed for each of these features. When you choose
a file action, the licenses are then enforced. The actions, including the storage
of files are shown here.



Action

£ Deet Fle | S e

Detect Flles
Block Flles

Malware Cloud Lookup

Block Maware

So now, let’s look deeper into each of the actions and the licenses needed for
them.
Detect Files

Detect Files rules let you log the detection of specific file types to the
database while still allowing their transmission. These rules only log the
passage of the file type through the device, and no malware or other analysis
of the file will be performed.



This action also doesn’t collect the entire file as it passes through the device
—only the first 1460 bytes are collected and examined for file header
information. This is the information used to determine the file type. If the
Detect Files option is checked, files matching the rule will be stored on the
device. The corresponding license is Base.

Block Files

Block Files rules allow you to block specific file types. You can configure
options to reset the connection when a file transfer is blocked as well as store
captured files to the managed device.

Action X Block Files v | Store files

¥ Reset Connection

This option allows for the detection of and reporting on file types. It also
allows you to block or allow all files of a certain type, like all PDFs or all
EXE files.

The following licenses are needed to use the Detect, Allow, Block, and Block
with Reset functions:

» Threat (for FTD devices)

* Protection (for Classic devices)

Malware Cloud Lookup
The Malware Cloud Lookup action adds a number of options that
are pictured here, but it doesn’t actually block anything, so why?



Action W Malware Cloud Lookup | v Store Files

" Spero Analysis for MSEXE Cl' Malware
| Dynamic Analysis Unknown
o ) Clean
(1]
- Custom

| Local Malware Analysis

This action will log files with a malware disposition while still allowing their
transfer through your network. Malware Cloud Lookup requires these three
licenses:

* Threat (for FTD devices)
* Protection (for Classic devices)
* Malware

The options for this action are as follows:

* Spero Analysis for MSEXE: Checking this box causes the device to send
the Spero signature to the FMC if the initial SHA-256 comes back as
unknown. It only applies to MSEXE (Microsoft Windows executable) file
types.

» Dynamic Analysis: Checking this box tells the device to upload the file to
the cloud for dynamic analysis. This is only for certain file types and applies
to files that have an Unknown file disposition.

Did you know that you’re limited to sending 100 files to the dynamic
cloud a day? True story. If you need to send more than that, you’ve got
to call Cisco, tell them you want more, then buy an Enterprise Level
Agreement (ELA) that allows for the inspection of 3000 files a day, per
device! Just don’t forget to mention that “money is no object,” and you
better mean it!

* Capacity Handling: This option is grayed out unless the Dynamic Analysis
option has been checked. Hovering over the information icon will get you
this note:



| Capacity Handling will attempt to store files
that cannot be submitted for dynamic analysis
to disk for later submission. Selecting this
option will use disk space that is available for |

file storage '

Yes, it’s a little weird, but it has to do with the action taken when a file can’t
be submitted for Dynamic Analysis.

The reasons why can be due to a cloud communication issue or it could be
because you’ve exceeded the file submission limit. If this happens and this
option isn’t checked, the file won’t be saved and it won’t be submitted for
analysis.

Checking this box will cause the device to save the file so it can be submitted
later (I do not recommend this!) The device will resubmit files to the cloud
when either of the following conditions is met:

* The device couldn’t communicate with the cloud but later reestablishes
cloud communications.

* The device reached the maximum number of submissions, but a sufficient
time has passed.

* Local Malware Analysis: Runs a small version of ClamAV local malware
checks on the file. It also provides information used for the file composition
analysis that becomes a report available in the file analysis screen on the
FMC.

» Store Files: This option permits the storage of files based on their



disposition. I don’t recommend storing all file types because it can have a
ugly effect on device performance and storage ability.

Block Malware

The Block Malware action is a lot like Malware Cloud Lookup except this
rule will also block transmission of files marked as malicious. It also adds the
option to reset the connection, as shown in the figure.

The Block Files action blocks files based on the file type. And just as with
the Detection action, it doesn’t collect the whole file. It also permits storing
the file. These options are here:

Application Protocol Action Store Files
Any v #¥ Block Malware v ‘ Nslviste
Direction of Transfer Spero Analysis for MSEXE Unknown

Any v ! :
Dynamic Analysis Clean
& Custom

Local Malware Analysis

Reset Connection

I totally recommend choosing to keep the default of Reset Connection box to
prevent blocked sessions from remaining open until the TCP connection
resets itself. If not, a low-quality user experience will be the result.

You’ll need the same licenses as you did for Malware Cloud Lookup:

* Threat (for FTD devices)
* Protection (for Classic devices)
» Malware

Store Files

With Store Files selected on your FMC, if you want to be able to store files
with the any of the file rule actions, or to a Malware storage pack
(7,000/10,000 appliances or 2,100 devices), you’ll need these three licenses:



* Threat (for FTD devices)
* Protection (for Classic devices)
» Malware

File Blocking Behavior

Now is a great time to talk about exactly how Firepower blocks files
classified as malware because you really need to understand this when
troubleshooting or observing packet flows on the network.

Blocking a file type is pretty straightforward. The file type is identified by the
first 1460 bytes, and Firepower knows right away if it should block the file
transfer. If it’s blocked, all subsequent packets in the file transfer will fail and
an optional but highly recommended TCP reset is sent to both the source and
destination hosts.

But blocking malware isn’t so simple because to make that happen, the entire
file has to be collected in order to analyze it, right? Clearly, this means
Firepower has to allow the transfer to continue until the file is complete,
which begs the very good question: If we allow the transfer to complete, how
the heck do we block the file? The answer to this dilemma comes through
allowing the file to almost complete. How does that work? Well, Firepower
watches the file transfer until the end-of-file marker is seen and then the
packet containing it is held. The Firepower/FTD device then completes the
file reassembly, calculates the SHA-256, and transmits it to FMC that
forwards it to the Cisco CSI cloud. The file disposition is returned and the
device can then make a decision on what to do with the last packet. If the file
is malware, the packet will be dropped. The file transfer won’t complete
successfully and the endpoint will never receive the complete malicious file.
And for most protocols, any remaining fragments will be removed from the
destination host.

The process I just described happens pretty fast. By default, the device will
wait no longer than two seconds for a file disposition. If it doesn’t receive
anything in this time frame, the last packet will be released and the file
transfer will be allowed to complete.



File Blocking Notes and Limitations

I’m going to quote these file blocking notes from Firepower online help here
because they really illustrate the important nuances of the complex process to
blocking behavior for different protocols:

« If an end-of-file marker is not detected for a file, regardless of transfer
protocol, the file will not be blocked by a Block Malware rule or the Custom-
Detection-List. The system waits to block the file until the entire file has been
received, as indicated by the end-of-file marker, and blocks the file after the
marker is detected.

« If the end-of-file marker for an FTP file transfer is transmitted separately
from the final data segment, the marker will be blocked and the FTP client
will indicate that the file transfer failed. The file will actually completely
transfer to disk.

» File rules with Block Files and Block Malware actions block automatic
resumption of file download via HTTP by blocking new sessions with the
same file, URL, server, and client application detected for 24 hours after the
initial file transfer attempt occurs.

* In rare cases, if traffic from an HTTP upload session is out of order, the
system cannot reassemble the traffic correctly and therefore will not block it
or generate a file event.

« If you transfer a file over NetBIOS-ssn (such as an SMB file transfer) that is
blocked with a Block Files rule, you may see a file on the destination host.
However, the file is unusable because it is blocked after the download starts,
resulting in an incomplete file transfer.

File Types and Categories

The final criteria for a file rule is the file type. There are three columns in the
rule related to file types, and they’re pictured here: The File Types list is in
the center column and it shows us all the supported file types that can be
inspected with a file rule.
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If you know the specific files you want to inspect, you can select one or more
from this column and click the Add button to add them to the Selected File
Categories and Types column. The File Type Categories column, on the left,
exists to make this selection a lot easier because by checking the boxes on the
left, you can select all the file types matching a given category. The number
to the right of each category indicates how many file types are currently in
this category. There can sometimes be some overlap with File Type
Categories; for instance, the MSEXE file type is present in both the Dynamic



Analysis Capable and Executables categories.

Let’s zoom in on the very cool Dynamic Analysis Capable file category
because it contains file types that are eligible for upload to the Cisco cloud
for Threat Grid sandbox analysis. The eligible file types are as follows:

« MSEXE (Windows/DOS executable file)
*« MSOLE2 (Microsoft Office applications OLE document)

 NEW_OFFICE (Microsoft Office Open XML document format, DOCX,
PPTX, XLSX)
* PDF (Adobe Portable Document Format)

Before we can upload a file for dynamic analysis, it has to be preclassified as
malware through the local malware analysis or because of its Spero score. Of
course, this means that if you enable dynamic analysis and include all the file
types above, Firepower will not upload all of the Office documents or PDF
files it sees. But, the system will still automatically upload some files
containing information that’s confidential or sensitive. Before you enable
dynamic analysis for all of these file types, just make sure your organization
understands any privacy ramifications surrounding automatically uploading
these documents!

Enabling the MSEXE file type for dynamic analysis is usually a lot less risky
because executable files don’t usually contain any type of sensitive or
confidential data. Plus there’s added gain to going this route because
unknown executables represent a serious risk, so they’re prime candidates for
dynamic analysis!

Now, once you’ve selected the criteria for the rule, you’re ready to add it to
your policy. The rule shown below is configured to inspect executables and
system files within all supported protocols in all directions for malware. It’11
perform Spero and local malware analysis and upload the file for dynamic
analysis if required. Files that exceed the threat score or return a malware
disposition from the cloud will be blocked and the connection reset. Just for
fun, we’re also storing any file classified as malware so we can analyze it
ourselves later.



Depending on the Access Control policy rule, a file/malware event will also
be logged to the FMC.

Here is a good example of a Block Malware rule. Notice the application and
direction are set to “any”, and I’m only storing files that get a Malware
disposition, but most importantly I have all options except capacity handling
enabled....that options would use ALL your storage up quickly so don’t do
this! However, this is a good rule example that works well for most
companies.

Application Protocol Action Store Files
Any v # Block Malware v \ "3 A TR
Direction of Transfer Spero Analysis for MSEXE Unknown

Any v . ;
- Dynamic Analysis Clean
Capacity Handling @ Custom

Local Malware Analysis

Reset Connection

File Type Categories File Types Selected File Categories and Types
Office Documents 16 | Q Search name and description Category: System files z
Archive 19 - 7Z (7-Zip compressed file) = " Add Category: Graphics @
Multimedia 4 ACCDB (Microsoft A i - Category: Encoded i
Executables 12 ALZ (Archive file for Micro i Category: PDF files i
PDF files 1 ARJ (( . i Category: Executables i

~| Encoded 0 BINARY_DATA (Universal Bi... i Category: Multimedia i
Graphics 1 BINHEX (Macint M Category: Archive v

Remember, after you send up the first 100 files (by default), you may get
some health warnings that no more files are being sent. No big deal, and if
you get that a lot you can turn down the health alerts for that issue.

Rule Precedence

File rules are in and of themselves unordered, meaning they’ll be placed into
the policy in the order they’re created. No worries here, though, because their
order doesn’t affect how they operate.

It’s also possible to have conflicting file rules. For example, if a file policy
includes a rule to inspect a certain file type but another rule blocks the same



file type, these rules would clearly be in conflict.
The example next shows a picture of such a file policy that you’d want to fix.

See those warning triangles to the left of the rules? They’re pointing out the
problem with this policy; rule 1 will block all categories so rule 2 won’t
perform malware lookup on any files.

Remember that file type analysis only requires the first 1460 bytes of the file?
Firepower can determine the type of file that’s being transferred by just
checking out the file header. It’s enough information to make the decision to
block a file based on file type. Once the transfer is blocked, the rest of the file
won’t pass, so we can’t calculate the SHA-256 for malware analysis. You
just can’t block a file and also analyze it for malware!

Keep in mind that you can still apply and use a file policy with warnings as
long as you really understand how the policy will behave! However, my
example would just block all files. If your feeling bored at work, this policy
example would get you some needed attention.

Sample Policy

With everything in hand you’ve learned this far, let’s create a basic File &
Malware policy now. Here’s a list of the business requirements our policy
needs to map to:

» Maximize malware detection and blocking capabilities by using all
available detection methods.
» Disallow transfer of executable or system files via HTTP.

* Block encrypted archive files.

« Store malicious files for internal investigation.

« Company policy doesn’t allow sending potentially sensitive files to offsite
storage locations.

Do you see any problems with our business requirements? We definitely have
a bit of a conflict there! The first one says we want maximum detection but
the last one says we can’t send potentially sensitive files off site. We’ll



address this by assuming that the privacy requirement trumps the detection
requirement because that’s usually the case.

Of course, this means we can’t use dynamic analysis on all the possible file
types.

So, this policy is one way to address our business requirements. I always start
with the Advanced tab so I don’t forget to configure this.

Our file policy is set up like this:

* On the Advanced tab, the default settings already include not blocking
encrypted archives, which is the default. We also checked Inspect Archives
and left Block Uninspectable Archives off. We changed the default Max
Archive Depth value to 2.

* Rule 1 blocks the System files and Executables categories for

the HTTP protocol.

* Rule 2 performs malware analysis for the MSOLE2, NEW_

OFFICE, and PDF file types. This rule does not perform Spero

(only for MSEXE) or dynamic analysis. This addresses the

privacy requirement by disabling dynamic analysis for these

file types.

* Rule 3 performs malware analysis including Spero, local

malware, and dynamic analysis for all file types except the

three document file types in rule 2.

Overview Analysis JEGUTSETS Devices Objects = AMP Deploy &, System Helpv adminv

Access Control » Malware & File Network Discovery Application Detectors Correlation Actions »

F”e PO“CY You have unsaved changes EI Save 0 Cancel

m Advanced

' File Types Application Protacol Direction ' Action

Used by 1 access control policy ) Add Rule

Category: System files o % it =
| . A Block Files with Reset

Warning 1 Category: Executables AT ny " t |
MSOLE2 -ﬂt Block Malware with Reset

NEW_OFFICE Any Any Local Malware Analysis ¢ O
PDF Store files of disposition: Malware

Block Malware with Reset
Category: Local Malware Analysis Capable u " .

Category: System files Spero Analysis
Category: Graphics Any Any Dynamic Ana[y‘ms 4
Category: Encoded Capacity Handling
{19 more...) Local Malware Analysis
Store files of disposition: Malware

Wafnl—ng 2

But there are those warning triangles, alerting us to the fact that we’ve told



the policy to block some file types in the first rule and inspect them in the
third rule! Is this a bad thing? Not really, because in the first rule we’re only
blocking the System files and Executables categories transferred via HTTP.
Of course, the protocol Any in the third rule also includes HTTP, meaning
we’re telling this rule to inspect the files that were blocked in the first rule,
but the fact that the third rule will never inspect these file types is something
we’re willing to accept so we have a simpler policy.

The limitation that’s really causing this conflict here is the fact that a rule can
only contain one entry for the application protocol. It would be so great if we
could create an inspection rule and specify every protocol except HTTP! But
it’s basically an all-or-one proposition for now. Each rule can contain Any for
the application protocol or it can contain a single protocol.

Just so you know, we could build a file policy with no warnings, but it would
require about six more rules. Because we can only include a single protocol
(or all of them) in a rule, we would need to add separate rules for each
application protocol. Each one would have to include all file types except the
three office documents in rule 2 and each rule would be for a specific
application protocol. They would all be the same except for the HTTP rule,
which would exclude the System files and Executables categories. This is
how we could remove the conflict and the yellow triangles, but we’d also
have a much more complex policy resulting in increased odds for errors and
confusion down the road.

Our sample policy demonstrates a pretty solid and safe way to go about
addressing the business requirements. Another way we could go is to use the
Access Control policy to apply one file policy to HTTP traffic and another
one to all other traffic, but this would require two file policies.

Of course, we could also add the additional six rules to our policy if we really
needed to eliminate the warnings. The idea here is to show you that there are
often several ways to address a situation with Firepower, which is great!
Always use the one that makes the most sense in your specific situation.

Cisco AMP for Endpoints in Firepower Management Center

Cisco’s AMP for Endpoints is a separate malware-protection product that can
supplement malware protection provided by the Firepower system and be



integrated with your Firepower deployment.
Integrating Firepower with AMP for Endpoints

So far, we’ve covered AMP for Networks by adding the malware license and
then the malware rules in the file policy. We could optionally add AMP for
Endpoints on our inside hosts and, also optionally, integrate this product with
our FMC without adding any new licenses.

If we did go with adding AMP for Endpoints within our Firepower network,
we would gain two key benefits:

* A central black- and whitelist configured in our AMP for Endpoints can
determine verdicts for file SHAs sent from Firepower to the AMP cloud for
disposition.

« AMP for Endpoints can detect and send the malware events detected into
our FMC, making it easy to then manage these events along with malware
events generated by the Firepower system.

The thing is, when I’ve implemented this for clients, they usually send back
the disposition pretty quickly because all this data includes scans, malware
detections, quarantines, blocked executions, and cloud recalls as well as
indications of compromise (IOCs).

That’s a lot of data! So if you go with this, plan on your FMC being
overloaded with information that you can’t keep up with. Implement
carefully!

AMP for Endpoints and AMP Private Cloud

If you configure a Cisco AMP private cloud to collect the AMP endpoint data
from your network, all AMP for Endpoints connectors (all clients) send data
to the private cloud, which forwards that data to your FMC. Understand that
this is a private connection, so no data will be sent to any public cloud.

Even if you have configured and implemented an AMP for Networks
Endpoints, you need to configure a separate connection for AMP for



Endpoints in the FMC as shown here.

From your FMC, go to AMP>AMP Management>Add AMP Cloud
Connection.

Name your connection using the closest geographical location. Options are
APJC (Asia), Europe, U.S. and a private cloud.



Add AMP Cloud Connection 7 )

Cloud Name: APIC Cloud

Usefor AMPfor APIC Cloud
Firepower: U Cloud

US Cloud

Private Cloud )

If you want to use this cloud for both AMP for Networks and AMP for
Endpoints, choose the Use for AMP for Firepower check box under the
name.




Add AMP Cloud Connection 7 X

Cloud Name: US Cloud "’

Usefor AMPfor ¥
Firepower:

[ Register ][ Cance ]

After doing that, you’ll be redirected to log in to the AMP for Endpoints
Management console.




Creating AMP Cloud Connection...

9 ) Do you want to allow redirection to
*/ another page to complete cloud
registration?

[ Yes ][ No J

Log in using your management console credentials, and then click Allow to
authorize the AMP to FMC connection.

Understand that if you use an AMP private cloud, you can’t use the SI black
and whitelists configured in AMP for Endpoints. You’ll also have no
visibility in AMP for Endpoints on malware events generated from
Firepower.

Okay, so at this point, you should see that your connection is now both AMP
for Endpoints and AMP for Networks.
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Here’s the Dashboard on the management console for AMP for Networks.
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Putting It All Together

Here’s where I’'m going to take everything, I’ve shown you in this chapter so
far with my pod full of great Firepower equipment and build an amazing File
policy, implement it, then test it. It would be best if you can log in to a
system and follow along!

From your FMC, traverse to Policies>Access Control>Malware & File



Overview Analysis Policiesl

Access Control ¥  Network Discov

Access Control

Intrusion

Realms
Malware &@File
DNS

Identity _ Filtering
SSL RL Filtering Upc

Prefilter



Click on New File Policy and then name your policy as shown in next:

) New File Policy

New Fil Policy ? X

Name TL File_Policy

Description

Save Cancel

Now click on Add Rule on the right side. From the new screen, choose Block
Malware from the Action option, and then select Spero Analysis, Dynamic
Analysis, Local Malware Analysis, and Reset Connection. Choose and add
all file types, and also choose to store malware. Your rule should look like



this:



Wit Y ('Block e v Sefe

¥ Dy s il

 Caaty g (i

: izt (st |

o ol o A

¥ Rt et

Fle Ty Categors il Toes Seected il Caegores and
¥ Ofe Deumets i ||| Serth emed st (el Sydem e
Dich d :.‘_'AHWPESIH mlécted (ieqrs ‘ | - ooy, Crpis
| Nitmeda I, .
EE ; Al TL {142 compreséed fl g o
| rectables |
i1 dir ACCDB {MeresotAceess 2007 e L
3 , .

i b i AR Comrssd archive o oy, Deatates
N ) i
T * BINARY DATA (Unversel inary v Bte (e
ot ] T * Chlgoy, e

ESystem ” 2 BINNEX (Haciosh B 4 Comprssed
o | Categry: Offce Documents
omchiitate B2 (b compress el




Now create a rule that will passively detect all file types after they pass
through the Access Control policy (ACP). Again, click Save. Your two rules
should look like the next figure. Notice the no Access Control Policies use
this Malware & File policy. Let’s fix that!
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Traverse to your Access Control policy, and then click on Add Rule. Create a
permit IP any any rule 2A1l0W rule (not shown), and inside the Inspection tab (yes,

shown), choose your file policy in the File Policy drop-down. After that, click
on the Logging tab on the right of Inspection



Name  Inspect all Files for Malware | Enabled Insert | into Mandatory

Action |« Allow ¥

Zones Networks VLANTags . Users Applications Ports URLs SGT/ISE Attributes Inspection [REG[ET

Intrusion Policy Variable Set

None v

File Policy

None
None
TL_File_Policy

Finally, choose the Logging tab and then click on log at the beginning and at
the end (again, not shown, but you should know this!) and then click Add.

Your rule should be similar to the one shown here.
Notice the Allow rule, the File policy enabled, and the fact that

Logging is enabled.
The last thing is to deploy your configuration to the device(s). Next, I’'m
going to verify the policy and see if this is all working well.

Verifying a File Policy

After the deploy has finished, from an inside host on your network, traverse
to http://2016.eicar.org/105-0-Download.html. From here, I’ll download
sample malware files.

Now I’m going to click on one of the standard protocols http download files
shown above, and the screen should return something like what’s shown next.
If yours doesn’t come back like this, check your configuration!



=

This site can’t be reached

The connection was reset.

Try:
* Checking the connection

* Checking the proxy and the firewall

* Running Windows Network Diagnostics

ERR_CONNECTION_RESET

Next, I’'ll traverse to Analysis>Files>Malware Events on my FMC, as
shown.



Sy Policies I Objects  AMP Intel

orer— Comnections ¥~ Intrusions ¥~ Fllesw Hosts »

Malware Events@

Finally, from here, I’'m going to verify that I’ve received a malware event.
Here’s an example:
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This is going perfectly... Notice the file SHA256. That red icon tells me that
I’ve detected malware! If there was a period in the middle of that red icon,
that tells me the file was downloaded to the FMC, and in this case it didn’t
download it because this was a known test file.

Summary

In this chapter, I covered the Cisco Firepower File & Malware policy in



depth. I wrapped it up by configuring my pair of 2500 FMCs with a
File/Malware policy, pushed it to my 1050s’ FTDs and, verified that the
policy is blocking malware. This chapter was fun!

Chapter 11: Firepower Network Discovery

The following CCNP Security SNCF exam objectives are covered in this
chapter:

2.3 Configure these features using Cisco Firepower Management Center
2.3.a Network discovery
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We’ll be going deep into Firepower Network Discovery, formerly known as
FireSIGHT, in this chapter. I really think FireSIGHT is actually a better name
for this technology. Back in the day, it was originally dubbed Realtime
Network Awareness (RNA) and Realtime User Awareness (RUA). This
powerful technology generously serves up the key information we need to
analyze our data and fine-tune our policies. Cisco just calls it Firepower these
days.

After I give you a proper introduction to this awesome technology, we’ll
move on to explore discovery components like the policy, type of data
collected, connection events, and the host attributes associated with it.

Users Advanced

Networks Zones Source Port Exclusions Destination Port Exclusions  Action

) Add Rule

o Discover: Applications

By the end of this chapter, you’ll have gained valuable insight into exactly
how Firepower Network Discovery is used to powerfully enhance event
analysis!

To find exam study material such as hands-on lab access, videos,
downloadable supplemental material, and practice questions, please go
to www.lammle.com/firepower.

Firepower Technologies

FireSIGHT was the name given to a technology built into the Cisco
Firepower NGIPS. It gives us contextual awareness about events, IP
addresses, and users on the network and even background about the hosts in
the system.

This powerful technology collects information about each IP address and
builds a host profile that includes the operating system, services, applications
users, and network connections. Firepower will even include assumed
vulnerabilities in profiles based upon those factors and additional data it’s
collected. All of this great information is then used to automatically present



an impact flag in the IPS analysis views that tells us whether or not the
systems involved in the IPS events are susceptible to threats.

All of this vital intelligence is gained as a result of analyzing the packets on
the wire and leveraging patented passive fingerprinting technology. For this
to happen, either packets must traverse the managed device or the device
must actually see the traffic itself during passive deployments.

A key benefit to this automated collectionprocess is that it requires no
additional software and doesn’t probe the network. Plus, the more traffic
that’s seen moving to and from hosts, the more accurate the information
entered into the database will be. And if that’s not enough, you can even
supplement the Firepower information with active techniques!

On the other hand, when there’s only a limited amount of traffic to collect,
we can leverage the host input API—a strategy that allows us to import data
from a separated values file, Nmap, or even third-party vulnerability scanners
—very cool.

Network Discovery Policy

The Firepower network discovery policyis configured on the FMC and
controls the Firepower technology. There’s one discovery policy per FMC,
which should be specific to the environment it’s being deployed in.

To configure the policy, go to Policies>Network Discovery, as shown here.
Notice that only Applications are discovered by default.

Did you notice there’s no button to create a new policy? That’s because you
can only have one per FMC, as I already mentioned.

There are three main tabs across the top of the policy: Networks: Allows you
to define the IP addresses that you want to perform discovery on.

Users : Includes a list of protocols to discover users. Advanced: Contains a
variety of settings used to further tweak the discovery settings.

Networks



The default discovery takes place on all IPv4 and IPv6 networks as noted,
with specified networks 0.0.0.0/0 and ::/0. So, if we see a packet originating
to and from anywhere, a host profile will start being generated for the IP
addresses involved. The more paranoid among us will be tempted to track
absolutely everything but be aware that the FMC is licensed based on model
type to only handle a certain number of hosts.

For instance, the Firepower vEMC is set to only 50,000 hosts and 50,000
users. Considering that the clients on your internal network could easily be
communicating to hundreds of web IP addresses each, your license could
max out its limit pretty fast—choose wisely!

The FMC 1100/1600 is also set to a maximum of 50,000 hosts/ users, the
FMC’s 2500/2600 can handle 150,000 hosts/users, and the 4500/4600 has a
maximum of 600,000 hosts and users. That only seems like a lot until you
misconfigure your policy!

The good news here is that you can modify or delete the built-in rule and
even add rules to create a specialized policy ideally suited to your particular
environment’s needs.

Looking at the next figure, notice it’s showing some of the options available
for the rules. So, if licensing worries are keeping you up at night, just create
rules limiting discovery to only the high-value networks in your organization.
By adding rules like this, you’re basically entering guidance to either
discover or exclude individual IP addresses, networks, or network objects.
You can also configure discovery based on zones.

Add Rule ? X

Action: Discover v ¥l Users

m Zones Port Exclusions

Available Networks € ) Networks
= IPvd-Private-All-RFC1918 0
any
= any -ipvd

= any-Ipvé

sl ThvA-RAnchmard Tact~

By looking at the rule, you can see that I only configured the RFC 1918



addresses to be discovered. I enabled Hosts, Users, and Applications to be
added to the database on the top. These check boxes are really important to
include!

Another way to free up some resources is to exclude specific ports from
discovery. You can also exclude protocols that probably aren’t all that
important to keep track of because they’re unlikely to contain threat data.

While you can specify whether user or host information is collected,
application inspection is automatically set to on because the Firepower
system is designed to be application aware. So just because there’s check box
that makes it seem like you can deselect it, you really can’t. You also don’t
get to deselect host discovery unless user discovery is also deselected.

User Discovery

This figure shows the Users tab. This tab allows you to focus on the specific
protocols that you want to detect user logins on, enabling or disabling them at
will.

Typically, you’d just leave these at default, but let’s discuss it anyway.



Networks m Advanced

Traffic-Based Detection 4
aim Yes
imap Yes
Idap Yes
oracle Yes
pop3 Yes
Sip Yes
ftp Yes
http Yes
mdns Yes

Capture Failed Login Attempts Yes



And here again, the number of users is restricted just as it was with IP
addresses based upon the Defense Center model. Restricting the protocols up
for detection here is really helpful for managing your license count.

Here’s a list of the supported protocols:
« AIM « SIP

« IMAP « FTP

« LDAP -« http

* Oracle * mdns

* POP3

You can also pick up users from Active Directory, but that’s handled through
an agent and configured in System>Integration which we’ll cover in the
Identity Policy (chapter 16) and the PxGrid policy (chapter 27).

Advanced Discovery Settings
The Advanced tab in the next figure contains settings key to tweak
the actual inspection that’s being performed on the traffic.



Networks Users

General Settings & Network Discovery Data Storage Settings &
Capture Banners Mo When Host Limit Reached Drop hosts
Update Interval (seconds) 3600 Host Timeout (minutes) 10080

Server Timeout {(minutes) 10080

Identity Conflict Settings = Client Timeout {minutes) 10080
Generate Identity Conflict Mo
Automatically Resolve Conflicts {Disabled)

Vulnerabilities to use for Impact Assessment & Event Logging Settings
Use Network Discovery Yulnerability Mappings Yes All events enabled.

Use Third-Party Yulnerability Mappings Yes

Indications of Compromise Settings & QS and Server Identity Sources e
Enabled Yes ' Name l Type lm.‘_“

Rules 40/ 40 Nmap Scanner 0 hours

NetFlow Devices +]

Here’s another list of the sections these settings are sorted into:
* General Settings

* Identity Conflict Settings

* Vulnerabilities to use for Impact Assessment

* Indications of Compromise Settings

* NetFlow Devices

* Network Discovery Data Storage Settings

» Event Logging Settings

* OS and Server Identity Sources

General Settings

In the General Settings section, you’ll find the Capture Banners and Update
Interval options. Capture Banners is off by default, but you can enable it to
collect the protocol banners for an array of services. Update Interval is set to
3600 seconds by default and specifies how often to refresh data in the
database. This data includes things like the last time an application was seen,
the last time an IP address was seen, how many times a certain protocol was
used, and more. Setting Update Interval to a lower value will display more



recent info on the Firepower manager, but just know that will likely result in
more overhead.

Identity Conflict Settings

Identity conflicts can crop up if you’re leveraging third-party data like Nmap,
host input, and so on for information about the host OSs in your environment.
When the data gathered with Firepower conflicts with data from these third-
party sources, you can generate an alert indicating that a conflict has
occurred. Conflicts can be manually resolved in the host profiles or resolved
automatically based upon the options you pick. For example, you can choose
Keep The Passive Information From Firepower or Use The Active
Information From Other Sources.

Vulnerabilities to Use for Impact Assessment

One of Firepower’s greatest features is its ability to automatically correlate
vulnerability information with intrusion data. By leveraging this information,
you can quickly eliminate false positives from analysis. You can choose to
discontinue this feature with Firepower or third-party vulnerability mappings,
but just don’t ever do that!

Indications of Compromise Settings

Indications of compromise (IOC) offer another way to make hosts stand out
in analysis. This next figure shows some of the indications of compromise
that are enabled by default. This set includes 31 different kinds of rules that
perform important correlations by analyzing data about IPS, vulnerability,
file activity, security intelligence, and malware events that point to a
“compromised host.”



Edit Indications of Compromise Settings

Note: To detect Indications of Compromise, you must enable each 10C rule here and also enable the features, such as Security Intelligence logging
and intrusion and malware protection, that the rules below depend on,

@1 ) Enable I0C 40 out of 40 Rules Enablec

Category Source Event Type Description Enabl...

5““ Re;der Malware Events PDF Campromise Datacted by AMP for Generic Adobe Reader Compromise CQL,

Compramise Endpoints -

Adobe Reader A shell was launched on the host by ~

t: f 3 &

ChmGrariEs Malware Events Adobe Reader launched shell Adabe Deader L
s t .

CnC Connected st A Security Intelligence Event - CnC The host may be under remote control (. ®
Intelligence Events

CnC Connected Intrusion Events Intrusion Event - malware-cnc The host may be under remote control [ 7,L,

CnC Connected Intrusion Events Intrusion Event - malware-backdoar The host may be under remaote control &)

CnC Connected Malware Events ;g;ng:fsd Botnet Detected by AMP for The host may be under remote control &

CnC Connected SELUry Security Intelligence Event - DNS CnC The host may be under remote control [
Intelligence Events R—

i Securnty ~ =

CnC Connected Security Intelligence Event - URL CnC The host may be under remote control L?\_,

Intelligence Events -

Compromised hosts will show up in any analysis view with a red icon instead
of a normal, blue one, making them easy to spot. You can disable these rules
individually if you want to.

NetFlow Devices

If you have NetFlow devices in your environment, you can export
information from them to your Firepower device to supplement connection
information. Keep in mind that the IP addresses involved will deduct from
your license count, so definitely choose wisely here again!

Network Discovery Data Storage Settings
These two settings deal primarily with the retention of data in these two
ways:

1. When Host Limit Reached: When you reach your host license limit, you
can choose to either drop newly detected hosts or overwrite older ones. The
default is to drop new hosts.

2. Host, Server, and Client Timeout—This time-out occurs in minutes and
indicates when you’d like to remove information from the database. If one of
the items hasn’t been seen for the duration of the specified time-out value, the
information will be removed. The default time is 110111 minutes—seven
days.



Event Logging Settings

There are 33 different types of data that can be logged with Firepower and 20
different settings that can be leveraged through the host input API. All of
them are enabled by default, but these data types can be turned off or on as
needed. Here are the settings.

Edit Event Logging Settings

Network Discovery Event Logging Host Input Event Logging

New Host # Add Scan Result

4

« New TCP Port Set Vulnerability Impact Qualification

¥ New Network Protocol « Delete Protocol

¥ New Transport Protocol ¢ Delete Client

« New UDP Port ¥ Set Operating System Definition
¥ New Client # Set Server Definition

+ New OS ¢ Delete Host/Network

# DHCP: IP Address Changed ¢ Delete Port

« |UDP Server Information Update ¢ Yulnerability Set Valid

¥ TCP Port Timeout # Vulnerability Set Invalid

¥ UDP Port Timeout « Set Host Criticality

' MAC Information Change « Host Attribute Set Value

¥ Additional MAC Detected for Host ¥ Host Attribute Delete Value
# Host Type Changed to Network Device « Add Host

« VLAN Tag Information Update ¢ Add Port

OS and Server Identity Sources

This is where you can add additional sources of host identities like Nmap or
other third-party applications. You can also specify a time period after which
the data becomes stale and the other identity sources take priority over it.

Keep in mind that once you’ve made changes to the policy, you need to click
the Apply button in the upper right portion of the interface to make them
stick.



Firepower Discovery Information

Once the Firepower network discovery policy has been created and applied,
the managed devices will begin sending information to the Firepower
Management Center (FMC). This information can be viewed in a bunch of
ways, but to get started, we’re going to take a look at Analysis>Hosts now.

These are the different views available:

Network Map

A tree view of all IP hosts discovered
on the network that’s broken out by
subnet. You can also type in an IPv4 or
IPv6 address/subnet at the top of the list
to check out information about specific
hosts/networks.

Hosts
A list of hosts organized by operating
system.

Indications of Compromise
A list of the IOCs that have been



Hosts ¥ Users » Corr

Network Map

Hosts

Indications of Compromise
Applications

Application Details
Servers

Host Attributes

Discovery Events
Vulnerabilities

Third-Party Vulnerabilities



triggered by category.

Applications
A list of applications along with the number of hosts the applications have
been detected on.

Application Details
An inventory of detected application client software and web applications.

Servers
An inventory of application server types along with the application vendors.

Host Attributes
An index of hosts by attribute, which are user-created, definable fields. We’ll
get into more about these fields in a bit.

Discovery Events
A list of items that were either seen for the first time, (discovery events) or
changed in the database, (change events).

Discovery Events

Discovery events are a great way to find out exactly what’s popped
up on your network.

You can create searches based on subnets and event types that’ll
present you with a list of hosts based upon their first appearance on
the network or network segment, as seen in the next figure.



Discovery Events

Table View of Events

No Search Constraints (Edit Search)

Jump to.., ¥

Hosts

~Time X

Event x

1P Address x

User %

MAC Address X

MAC Vendor X

- - - - e

2017-03-09 16:46:54

New Transport Protocol

2017-03-08 16:46:54

New Network Protocol

2017-03-08 16:46:54

New Host

2017-03-08 16:46: 54

Additional MAC Detected for Host

@] 10.131.160.13

@f 10.131.160.13

gﬂ 10.131.160.13

gﬂ 10,110,125.4

2017-03-08 16:46:54

Additional MAC Detected for Host

gﬂ 10.131.101.7

2017-03-08 16:46:54

Additional MAC Detected for Host

i 192,168,36.10

2017-03-08 16:46:43
017-03- 146:4

2017-03-08 16:46:43

New Transport Protocal

New Netwaork Protocol

New Hos

8 10.120.106.9
@i 10.120.106.9

i 10.120.106.9

34:88:50:6D:14:46

Logitech Far East

34:88:5D:6D:14:46

Logitech Far East

34:88:5D:6D:14:46

Logitech Far East

04:18:94:65:90:58

Host Mobility AB

4:18:94:65:90;

04:1B:94:65:90:58

Host Mobility AB

Host Mobility AB

When you click on any of the items in this list, you’re actually drilling down
in a workflow. This is also restricting the view to the items you’ve selected.
Ultimately, you’ll arrive at a host profile.

Host Profile

The host profile contains the most detail about a system, and you
can get to it from any of the analysis views.
The host profile will serve up detailed information about the IP
address, hostname, indications of compromise, applications, services,
attributes, and potential vulnerabilities that exist on the hosts.



Host Profile

Domain Global \ Cisco_Backend \ Cisco_SOC
IP Addresses 10.120.10.254

NetBIOS Name

Device (Hops) vNGIPS. deloud,cisco.com (0)

MAC Addresses (TTL) 00:15:F7:70:89:F8 (Wintecronics Ltd.) (64)
00:5544:33:22:11 (64)
28,6A:BA:17:98:5C (Apple, Inc.) (64)

o (show all
Host Type Host
Last Seen 2017-03-08 16:09:23
Current User
View Context Explorer | Connection Events | Intrusion Events | File Events | Malware Events
Indications of Compromise (1) «

Malware Threat Detected in The host has 2017-03-07 1 2017-03-08 B
Datected File Transfer encountered malware 20:36:51 12:38:57

Operating Systems (3) v

Linux Linux 2.6 Firepawer

Cent0S Linux 5.5 Firepawer

IBM AIX 5.8, SLEX Firepower
Applications (1) v

@ [ ] Firefox 20047 Web Browsing e



Connection Events

Devices can also collect connection data, and you can check out the events by
going to Analysis>Connection Events. When you do that, you’ll get
information about protocols, applications, bytes transferred, URLs, and more,
as shown below.
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Be warned that the data will only be found here if the appropriate logging is
enabled in the Access Control policy!

One of the very cool things you can do with this information is look at it in
the context of different workflows. Choosing g, ;.., Workflows next to

Connection Events will get you the options shown here.

Here is a picture of a great example

of the Traffic Over Time workflow.
The graphs are interactive, and you can
drill down on individual elements by
clicking them.
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Context Explorer Connections * Events

Connection Events x

Global » Table ¥V
Connection Events

Connections by Application

Connections by Initiator

Connections by Port

Connections by Responder

Connections over Time

117/-03-08 .
Traffic by Application
Traffic by Initiator 117-03-08 .
Traffic by Port 117-03-08 °
Traffic by Responder

117-03-08 :
Traffic over Time
Unigque Initiators by Responder 117-03-08 |

Unique Responders by Initiator 117-03-08
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Connection Summaries

Another way to view connection information is via a Dashboard. Choose
Overview>Dashboard>Connection Summary to get the following tabs in
the summary.

Connections
Displays information on the number of connections by initiator, application,
port, and responder and over time.

Traffic
Refers to traffic bytes by initiator, application, port, and responder and over
time.

Geolocation
Displays information about the source and destination countries and
continents.

SSL
Provides tables and charts for the SSLthe activity on your monitored network
segment

URL
Provides tables and charts for the URL activity on your monitored network
segment

Each of these graphs is interactive, and you can use any or all of them to get
even more detailed information. Nice, huh?
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User Information

User information is collected either passively, using the protocols in the
discovery policy, or via an Active Directory user agent.

The Active Directory agent communicates with specified AD servers to
collect login information based upon the audit logs. An AD agent can be



installed on a Windows-based system inside your environment, but you’ve
got to provide the name of an account with the capability to read the logs on
the AD servers plus a password. And for some companies, I’ve found getting
this access pretty challenging!

In addition to reading the logs, you can connect with an AD server via LDAP
to read other attributes on accounts. Information including the first and last
name, email, department, and phone number would be included provided the
data is populated in the AD server. You can also use this LDAP connection to
pull user/group account information for use in AC policies.

It’s also good to know that connections can be made to non-AD LDAP
servers and user data can be pulled for the other discovered user types as long
as there’s corresponding information in LDAP.

Firepower User Agent

To configure the FMC to communicate with the agent, go to
System>Integration>Identity Sources. This User Agent is only available
through 6.5 code. You need to use the Identity Service Engine (ISE) with
pxGrid, as I’ll show you in chapter 27.

Cloud Services Realms Identity Sources eStreamer Host Input Client Smart Software Satellite

Identity Sources

Service Type | None | _Identity Services Engine User Agent
Support for Cisco Firepower User Agent is deprecated and will be removed in a future release
. New Agent \
Host Name/IP Address

Click "Add" to add a new User Agent

Once here, just click User Agent and then New Agent. Enter a name for the
agent plus the hostname or IP address of the FMC that you want the agent to
perform monitoring on.

If you are using the User Agent, make sure all the key prerequisites are
installed on the host on which you’re installing the AD agent, including the



.NET Framework and SQL CE from Microsoft.

[ General [ Active Directory Servers | Firepower Managemert Centers | Excluded Usemames | Excluded Addresses | Logs |

Firepower Management Canters
Host Status Last Reporied

10.11.10.205 11/1172019 713 PM

[ seve || Cond |

The install of the agent itself is actually really straightforward, but once it’s
installed, you’ve still got to configure it, which is also simple.

You can see the various settings by clicking through the tabs across the top of
the dialog. You’ll need to specify the agent name, AD servers, and FMC IP
address. You can add up to five FMCs here.

e Cisco Firepower User Agent for Active Directory [=1°9 .
General | Active Directory Servers lFrepowerMmagﬂmCamlEmiﬂedlhanan&s[EmhdedAMmllngs \
Active Directory Servers
Host Polling Status Last Polled Realdime Sistus Last Realdime Report Realdime
localhost available 11/11/20158 7:21... availsble 117112015 721 PM v
Active Directory Server Polling Interval: | 1 minute v
e et S P Lot

Here you can see the dialog where you add the AD server. You can also
exclude names and addresses from the discovery. If you run the supplicant on



your AD server and use the name localhost, the IP address will not work!

But you can actually run this on any host and then just point it at your AD
server(s). One AD agent can communicate with up to five AD servers.

LDAP Configuration

You configure the LDAP connection on the same page that you
added the User Agent, with the Realms tab.

The top half of the page contains the AD settings.

Just click Add New Realm, fill out the information, and then
click Add.

Add New Realm

Name * Lammle-AD
Description |

Type * AD

AD Primary Domain * sfgtc.local

AD Join Username

AD Join Password

Directory Username * administrator@sfgtc.local
Directory Password * sscscscse

Base DN * dc=sfgtc,dc=local

Group DN * dc=sfgtc,dc=local

Group Attribute Member

All of this is again pretty straightforward.
Just so you know, if you fill out the AD Join Username and AD Join



Password fields, a really useless test button shows up that doesn’t tell you
anything worthwhile, unless you’re using Kerberos, which is what that test if
for. Mostly just leave it blank.

User Analysis

Okay, so once user discovery has been enabled, the users table and user
activity in the database will populate. You can see their contents by
navigating to Analysis> Users>Users. This’ll display all users that have been
identified by the system.

Table View of Users » Users

No Search Constraints (Edit Search)

Jump to.,, *

= User x Last Seen ¥ Realm * Username *  First * Last X  E-Mail *
Name Name

W aaron con (DCLOUD-SOC\acon, LDAP) 2019-11-08 14:58:47 DCLOUD-SOC acon aaron con acon@dcloud.cisco.com
] 4 aaron kempf (DCLOUD-SOC\lkemp, LDAP) 2019-11-08 15:17:00 DCLOUD-SOC lkemp aaren kempf aaron.|.kempf@dcloud.cisco.com
| 8 % aaron smith (DCLOUD-SOC\zsmit, LDAP) 019-11-08 13:56:00 DCLOUD-SOC zsmit aaron smith aaron.z.smith@dcloud.cisco.com
3 4 abbey endres (DCLOUD-SOC\kendr, LDAP) 2019-11-08 14:04:14 DCLOUD-SOC kendr abbey endres abbey.k.endres@dcloud.cisco.com
'1 abbey esquivel (DCLOUD-SOC\lesqu, LDAP) 2019-11-08 14:29:57 DCLOUD-SOC lesqu abbey esquivel abbey.l.esquivel@dcloud.cisco.com
- 4 abble simms (DCLOUD-SOC\qsimm, LDAP) 2019-11-08 15:27:49 DCLOUD-SOC gsimm abbie simms abble.q.simms@dcloud.cisco.com
' 8 7’! abbie wald (DCLOUD-SOC\agwald, LDAP) 2019-11-08 14:15:42 DCLOUD-SOC gwald abbie wald abbie.g.wald@dcloud.cisco.com
N 4 abby kendrick (DCLOUD-SOC\skend, LDAP) 2019-11-08 14:13:33 DCLOUD-SOC  skend abby kendrick abby.s.kendrick@dcloud.cisco.com
‘ 4 abby ussery (DCLOUD-SOC\kusse, LDAP) 2019-11-08 15:30:39 DCLOUD-SOC Kkusse abby ussery abby.k.ussery @dcloud.cisco.com
8 4 abdul cundiff (DCLOUD-SOC\pcund, LDAP) 2019-11-08 14:24:22 DCLOUD-SOC cun abdul cundiff abdul.p.cundiff@dcloud. cisco.com

Next you’ll see the User Activity view that’s opened by going to
Analysis>Users>User Activity. This view will reveal precisely when all
those users were seen performing activities such as newly discovered users,
and users logging in or logging out.

