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Preface

Azure VMware Solution (AVS) is a first-party Microsoft Azure service developed in conjunction with
VMware that provides a familiar vSphere-based, single-tenant private cloud on Azure that is like the
one used by VMware. The VMware technology stack consists of the following components: vSphere,
NSX-T, vSAN, and HCX. AVS is installed on dedicated infrastructure in Azure data centers and runs
natively on that infrastructure. In comparison to existing on-premises VMware infrastructures, AVS
provides a consistent and well-known user experience. Customers may deploy an AVS environment
in a matter of hours and migrate virtual machine (VM) resources in a matter of minutes. Microsoft
supplies all the networking, storage, management, and support services that are required.

By the end of this book, you will have learned how to plan, deploy, and configure an AVS environment
for real-world results.

Who this book is for

This book is intended for VMware administrators, cloud solutions architects, and anyone interested in
learning how to deploy, configure, and manage an AVS environment in Azure. It is also for technology
leaders who want to get out of the data center business or expand their on-premises data center into
Microsoft Azure.

This book’s readers should already be familiar with VMware solutions and understand Azure networking.

What this book covers

Chapter 1, Introduction to Azure VMware Solution, explains how AVS provides a consistent, well-
known user experience with existing on-premises VMware environments. Customers can deploy an
AVS environment in just a few hours and quickly migrate VM resources.

Chapter 2, Enterprise-Scale for Azure VMware Solution, is all about the open source Azure Resource
Manager and Bicep templates in the Enterprise-scale scenario for AVS. The Enterprise-scale implementation
follows the architecture and best practices of the Cloud Adoption Framework’s Azure landing zones,
focusing on enterprise-scale design concepts.
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Chapter 3, Planning for an Azure VMware Solution Deployment, identifies and acquires everything that
you need for your deployment throughout the planning stage since for a successful production-ready
environment for building VMs and migration, planning your AVS deployment is crucial.

Chapter 4, Deploying Your First Azure VMware Solution Cluster, assists you with learning about AVS
ideas, identifying AVS prerequisites, planning for the initial deployment, creating the first AVS private
cloud, and connecting an on-premises data center to the AVS software-defined data center (SDDC).

Chapter 5, Deploying and Configuring HCX in Azure VMware Solution, teaches you how to deploy
and configure HCX Advanced in your on-premises vCenter.

Chapter 6, Adding Network Segments in Azure VMware Solution, guides you on how to configure
NSX-T network segments using NSX-T Manager or the Azure portal after a successful AVS private
cloud deployment. The segments are logical switches that your AVS workloads require.

Chapter 7, Creating and Configuring a Secure yYWAN Hub for Internet Connectivity, discusses how to
connect to the internet via a Virtual WAN, given that utilizing VMware’s SDDC in conjunction with
the Azure cloud ecosystem necessitates a distinct set of architectural considerations for cloud-native
and hybrid situations.

Chapter 8, Inspecting Traffic for AVS, details how, when migrating to AVS, customers may want to
preserve operational continuity with their existing third-party networking and security solutions. The
communication mechanism has nothing to do with the NSX-T service insertion/network introspection
certification process for vSphere or AVS, and third-party platforms may include products from Cisco,
Juniper, or Palo Alto Networks.

Chapter 9, Adding Additional Storage to the AVS Datastore, walks you through the process of deploying
an Azure NetApp Files share and adding it to your datastore because every firm must understand the
choices for expanding the datastore in AVS.

Chapter 10, Working with VMware Site Recovery Manager, outlines the process of configuring Site
Recovery Manager (SRM) between two AVS private clouds. VMware SRM enables you to plan, test,
and execute the recovery of VMs between a protected and a recovery vCenter Server site.

Chapter 11, Managing an Azure VMware Solution Environment, demonstrates some best practices for
managing your AVS environment. AVS is a VMware-validated solution that is subjected to ongoing
verification and testing in order to ensure compatibility with vSphere enhancements and upgrades.

Chapter 12, Leveraging Governance for Azure VMware Solution, clarifies how to leverage governance
for your AVS environment using a unified security and compliance approach.

Chapter 13, Summary of Azure VMware Solution, Roadmap, and Best Practices, concludes the book by
pointing out some of the key topics that we walked through in the earlier chapters.
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To get the most out of this book

To get the most from this book you should already be familiar with VMware solutions and understand

Azure networking.

Software/hardware covered in the book

Operating system requirements

ESXi- 7.0 U3c

Windows

VMware vCenter Server — 7.0 U3¢

vSAN - 7.0 U3c

vSAN on-disk format — 10

VMware NSX-T Data Center — 3.1.2

HCX 4.4.2

Download the color images

We also provide a PDF file that has color images of the screenshots and diagrams used in this book.
You can download it here: https://packt.link/kxOKM.

Conventions used

There are a number of text conventions used throughout this book.

Code in text:Indicates code words in text, database table names, folder names, filenames, file
extensions, pathnames, dummy URLs, user input, and Twitter handles. Here is an example: “AVS
comes with a built-in user called cloudadmin in the new environment’s vCenter.”

Bold: Indicates a new term, an important word, or words that you see onscreen. For instance, words in
menus or dialog boxes appear in bold. Here is an example: “Under Settings, select Resource providers.”

Tips or important notes

Appear like this.
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Get in touch

Feedback from our readers is always welcome.

General feedback: If you have questions about any aspect of this book, email us at customercaree
packtpub. comand mention the book title in the subject of your message.

Errata: Although we have taken every care to ensure the accuracy of our content, mistakes do happen.
If you have found a mistake in this book, we would be grateful if you would report this to us. Please
visit www . packtpub.com/support/errata and fill in the form.

Piracy: If you come across any illegal copies of our works in any form on the internet, we would
be grateful if you would provide us with the location address or website name. Please contact us at
copyrighte@epackt . com with a link to the material.

If you are interested in becoming an author: If there is a topic that you have expertise in and you
are interested in either writing or contributing to a book, please visit authors . packtpub. com.
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Part 1: Getting Started with
Azure VMware Solution (AVS)

This part provides an introduction to Azure VMware Solution (AVS) and its architecture. You will
also learn about the different use cases where AVS is best suited for an organization.

This part comprises the following chapters:

o Chapter 1, Introduction to Azure VMware Solution

o Chapter 2, Enterprise-Scale for Azure VMware Solution
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Introduction to
Azure VMware Solution

Azure VMware Solution (AVS) is a first-party Microsoft Azure service developed in conjunction with
VMware that provides a familiar vSphere-based, single-tenant private cloud on Azure that is like the
one used by VMware. The VMware technology stack consists of the following components: vSphere,
NSX-T, vSAN, and HCX. AVS is installed on a dedicated infrastructure in Azure data centers and runs
natively on that infrastructure. In comparison to existing on-premises VMware infrastructures, AVS
provides a consistent and well-known user experience. Customers may deploy an AVS environment
in a matter of hours and migrate Virtual Machine (VM) resources in a matter of minutes. Microsoft
supplies all the networking, storage, management, and support services that are required.

The following diagram depicts connectivity between your private cloud (on-premises infrastructure)
and Microsoft Azure via an ExpressRoute running your AVS private cloud, as well as other
Azure-native services:

Customer Azure Subscription

Azure-Native Services
Backup Service Azure Files

Storage (Azure] ‘

Azure
Active Directory

Azure VMware Solution

VMware vCenter
NSX-T . wSAN .
vCenter . vSphere .

ESXi Hosts Compute . HCX l

| SAN Storage | | Network

Azure Backbone Network

Figure 1.1 — Connectivity relationship between your private clouds and AVS VNets
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In this chapter, we're going to cover the following main topics:

o Network connectivity to AVS

o AVS high-level architecture

o Use cases for AVS in the enterprise

« Enterprise-scale for AVS

o Network and connectivity topologies

o Identity and access management

« Business continuity and disaster recovery
« Security, governance, and compliance

o Management and monitoring

Network connectivity to AVS

AVS provides a private cloud environment that can be accessed from both on-premises and Azure-
based infrastructure resources. The connectivity is provided by utilizing Azure ExpressRoute, Virtual
Private Network (VPN) connections, or Azure Virtual WAN.

However, to make these services available, specific network address ranges and firewall ports must
be configured.

When a private cloud is deployed, private networks are formed for management, provisioning, and
vMotion. These private networks will be used to connect to vCenter and NSX-T Manager, as well
as to perform virtual machine vMotion and deployment. The private network must use a /22 CIDR
notation. This /22 is only used for the management components and not for your workload segments.
You will need additional networks for your workloads.

It is possible to link private clouds to on-premises systems using ExpressRoute Global Reach. It
establishes direct connections between circuits at the Microsoft Enterprise Edge (MSEE). Your
subscription must have a Virtual Network (VNet) with an ExpressRoute circuit to on-premises for
the connection to work. The reason for this is that VNet gateways (ExpressRoute gateways) are unable
to transfer traffic across circuits. This means that you can connect two circuits to the same gateway,
but the traffic will not be transferred from one circuit to another.

Each AVS environment is its own ExpressRoute region (and, thus, its own virtual MSEE device),
which allows you to connect Global Reach to the “local” peering location by creating a virtual MSEE
device for each environment. The ability to connect several AVS instances in a single region to the
same peering location is provided by this feature.



Network connectivity to AVS

AVS hosts, clusters, and private clouds

AVS private clouds and clusters are constructed on top of a hyper-converged Azure infrastructure
host. These hosts are dedicated bare metal. At the time of writing, the High-End (HE) hosts have
576 GB of RAM and dual Intel 18 Core 2.3 GHz CPUs. In addition, the hosts are equipped with two
vSAN disk groups, each of which contains a raw vSAN capacity layer of 15.36 TB (SSD) and a 3.2 TB
(NVMe) vSAN cache tier. See the following hardware and software configurations:

AVS Software Specification

ESXi - 7.0U3c Enterprise Plus.

vCenter — 7.0U3c Standard.

vSAN - 7.0U3c Enterprise.

NSX-T - 3.1.2 Datacenter.
HCX Advanced.

HCX Enterprise is also available. Submit a Microsoft support ticket to get an upgrade.

Table 1.1 - AVS software specification

vSAN Cache vSAN Regional
SKU CPU (GHz) |RAM (GB)| Tier(TB, |Capacity Tier Availgabilit
Raw) (TB, Raw) o

AV36 pual Intel 18 Core| 5 3.2 (NVMe) | 15.20(SSD) All product
2.3 GHz (SkyLake) regions
7

76
AV36P pual Intel 18 Core 68 1.5 (Intel  [19.20 (NVMe) Selected
2.6 GHz / 3.9 GHz Optane regions (*)
Turbo (Cascade Cache)
Lake)
AV52 pual Intel 26 core| 1,536 1.5 (Intel  38.40 (NVMe) Selected
2.7 GHz / 4.0 GHz Optane regions (*)
Turbo (Cascade Cache)
Lake)

Figure 1.2 — AVS hardware SKUs

Creating new private clouds can be done through the Azure site, the Azure CLI, or automated
deployment scripts.
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There is a minimum of 3 nodes per vSphere cluster, and a maximum of 16 nodes per vSphere cluster,
12 clusters per private cloud instance, and a maximum of 96 nodes per Azure private cloud instance.
You can review the Microsoft documentation at this link for more information: https://docs.
microsoft.com/en-us/azure/azure-vmware/concepts-private-clouds-
clusters#clusters.

As you can see from the preceding information, you can scale your private cloud to meet your
workload demands.

AVS high-level architecture

AVS provides a private cloud environment that can be accessed from both on-premises and Azure-
based infrastructure. Connectivity includes services such as Azure ExpressRoute, VPN connections,
and Azure Virtual WAN.

Specific network address ranges and firewall ports, on the other hand, are required for these services
to be enabled.

A private cloud is deployed, and private networks are constructed for management, provisioning,
and VM movement (vMotion).

These private networks will be used to connect to vCenter and NSX-T Manager, as well as for VM
vMotion and deployment. You can review the Microsoft documentation at this link for more information:
https://learn.microsoft.com/en-us/azure/azure-vmware/tutorial -
network-checklist#routing-and-subnet-considerations. A connection between
private clouds and on-premises settings is made possible through the usage of ExpressRoute Global
Reach. Global Reach establishes direct connections between Azure ExpressRoute circuits at the MSEE
level. An ExpressRoute circuit to on-premises is required for the connection, which is included in
your subscription with a VNet. The reason for this is that VNet gateways (ExpressRoute gateways)
are unable to transfer traffic between circuits. This implies that you can connect two circuits to the
same gateway, but the traffic will not be transferred from one circuit to the other.

Each AVS environment is deployed with its own 10 GB ExpressRoute circuit (and, thus, its own virtual
MSEE device), which allows you to connect Global Reach to the “local” peering location by creating a
virtual MSEE device in each environment. It enables you to connect several AVS instances in a single
region to the same peering site by using a VNet interface.


https://docs.microsoft.com/en-us/azure/azure-vmware/concepts-private-clouds-clusters#clusters
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Use cases for AVS in an enterprise

See the following high-level AVS networking overview:

h / N LT T
Customer On-Premises Data Center . s ~
/ N )
I N
| \
k= Global Reach o \
N = o — \
/ Customer -~ AVS 10 GB M
— ExpressRoute ~ ExpressRoute |
P Circuits - Circuit -
- 4 -~ |
7/ <Y ~.
4 ~~  ERConnection N . \
-~
/ Y ~ .
/ =
| ———————————————————————— \
s ExpressRoute. b hY
i 1 Gaeway 1 1 1 |
\ : SN Azure Vnet : Azure Subseription : B : |
. Virtual N ks
\ N e~ s N e e e e s |/
o - y
N ajo @@~ A

Azure - Native Services

S E@cfeeoo MY | azure region | _ -7

Figure 1.3 — An overview of high-level AVS networking

The preceding diagram shows the logical connections between AVS and the customer’s on-premises
data center. It also shows the connection between AVS and Azure. Global Reach is used to connect
two or more ExpressRoute circuits.

Use cases for AVS in an enterprise

You can migrate your VMware workloads from your on-premises data center to AVS and integrate
additional Azure services with ease, using the same VMware tools that you are already familiar with.
However, while there are other advantages, we've identified the top five reasons why AVS is proving
to be the most cost-effective path to the cloud for many enterprises.

Data center footprint deduction, consolidation, and retirement

Nowadays, we see many customers reducing their on-premises data center footprint for many reasons,
including cost, eschewing the management of data centers, and focusing more on their business.

AVS helps customers reduce the size of their data center’s footprint by redeploying their VMware-
based VMs on a one-time basis.
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The vSphere-based workloads can be migrated to AVS in a non-disruptive, automated, scalable, and
highly available manner without having to change the underlying vSphere hypervisor.

Data center expansion based on demand

Customers are now able to increase their data center capacity in a seamless and elastic manner, while
also adjusting their cost on demand for short periods of time. We see this kind of need in a logistic
business, where customers need to increase their data center capacity for a period and then decrease
that capacity once it is no longer needed.

Disaster recovery and business continuity

AVS can be used as a primary or secondary on-demand DR site for on-premises data center infrastructure
by customers who require a backup data center in the cloud.

Speed and simplification of migration/hybrid cloud

AVS has proven to be one of the most efficient and straightforward methods of getting started on
Azure without having to make any changes to your existing apps or servers.

AVS is very cost-effective

When it comes to running VMware apps on Windows Server and SQL Server, AVS is the most
cost-effective option. If you use your on-premises data center effectively, you can save money by not
having to purchase multiple licenses for both on-premises and cloud applications. When you migrate
to AVS, you will receive 3 years of free Extended Security Updates (ESU) for Windows and SQL
Server 2008/2008R2/2012.

Enterprise-scale for AVS

Enterprise-scale for AVS is a collection of open source templates of Azure Resource Manager and Bicep
that can be used with AVS planning and deployment. You can think of it as a roadmap for how to build
a scalable AVS for future growth. This open source solution gives you an example of how to set up
Azure landing zone subscriptions for a scalable AVS. It also gives you an example of how to set up the
subscriptions. The architecture and best practices of the Cloud Adoption Framework’s Azure landing
zones are used in the implementation, with a focus on the design principles of a large-scale deployment.

If you want to make your landing zone more efficient, you should think about how to make it more
scalable. It is important for your organization to follow this advice when it comes to making design
decisions because this will help it to grow.



Enterprise-scale for AVS

There are many ways for people to use AVS, and they all work well. It’s possible to use the enterprise-
scale option for your AVS set to build a structure that works for you and puts your organization on
a path to long-term growth.

To assist you with your AVS setup, enterprise-scale for AVS offers the following resources:

o Customizable environment variables that can be implemented using a modular method
o Helpful recommendations to assess the most important decisions
o A landing zone design that you can use for reference to set up your AVS deployment

o A deployment that includes the following:

* A reference architecture to deploy your AVS environment

* A reference architecture approved by Microsoft

Prerequisites for the implementation of the enterprise-scale
landing zone for AVS

The AVS construction set is based on the fact that you've already set up an enterprise-scale landing
zone. If you want to learn more about enterprise-scale landing zones, check out the following:

e https://docs.microsoft.com/en-us/azure/cloud-adoption-£framework/
ready/enterprise-scale/

e https://docs.microsoft.com/en-us/azure/cloud-adoption-framework/
ready/enterprise-scale/implementation

There are multiple design guidelines that you will need to go through when creating your landing
zone for AVS. The following is a list of areas that you will need to focus on when creating an AVS
enterprise-scale landing zone:

o Network and connectivity topology

o Identity and access management

+ Business Continuity and Disaster Recovery (BCDR)
o Security, governance, and compliance

« Management and monitoring

o Platform automation

Let us dig a bit deeper into these design areas to provide you with some more detailed information.


https://docs.microsoft.com/en-us/azure/cloud-adoption-framework/ready/enterprise-scale/
https://docs.microsoft.com/en-us/azure/cloud-adoption-framework/ready/enterprise-scale/
https://docs.microsoft.com/en-us/azure/cloud-adoption-framework/ready/enterprise-scale/implementatio
https://docs.microsoft.com/en-us/azure/cloud-adoption-framework/ready/enterprise-scale/implementatio
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Network and connectivity topologies

For both cloud-native and hybrid scenarios, implementing a VMware Software-Defined Data Center
(SDDC) with the Azure cloud ecosystem has some unique design challenges to think about when

planning for your deployment. Some of these challenges are outlined as follows:

o Hybrid connectivity: This is the connectivity between your on-premises environment and your
AVS. This is where you will need to look at what connectivity method you are currently using
to connect your on-premises data center to Azure if you already have a presence in Azure. If
there is no existing connectivity make sure you understand what the options are (ExpressRoute,

S2S VPN, or SDWAN). We will dive deeper into these areas in a later chapter.

« Reliability and performance: This is very important as you will need to have consistent and
low latency for your workloads. You will also need to design for scalability for future growth.

o A zero-trust network security model: Security should be the heart of every solution that
you implement in Azure, and AVS is no exception. You will need to plan for security for your

network perimeter, and for traffic inspection for ingress and egress flows.

o Extensibility: Your network footprint should be easily extended without the need for a redesign.

This is very important as your AVS needs grow.

We will now review the various network traffic flows within the AVS architecture between AVS,

Azure-native services, and a customer’s on-premises environment:

o AVS without any connectivity:

N
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Figure 1.4 — An overview of AVS deployment without any connectivity
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The preceding diagram shows AVS deployment without any connectivity to Azure or the

customer’s on-premises data center.

« AVS with Global Reach enabled:
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Figure 1.5 - An overview of a BGP traffic flow to on-premises

The preceding diagram shows a BGP traffic flow (blue dotted arrows) from AVS to the customer’s
on-premises data center. BGP traffic will flow between both environments once Azure Global

Reach is enabled.
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o AVS with Global Reach enabled - BGP traffic flowing to Azure from AVS:
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Figure 1.6 — The BGP traffic flow from AVS to Azure-native services through the customer MSEE

The preceding diagram shows the BGP traffic flow from AVS to Azure-native services through
the customer’s MSEE. BGP traffic will flow between both environments once Azure Global
Reach is enabled.
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e AVS connection between AVS and Azure-native:
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Figure 1.7 — The BGP traffic flow from AVS to Azure-native services
through the customer’s ExpressRoute gateway

The preceding diagram shows the BGP traffic flow from AVS to Azure-native services through
the customer’s ExpressRoute gateway. This connection is only to Azure services and not to the
customer’s on-premises environment.
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« Internet traffic flow from AVS via a vVWAN:
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Figure 1.8 - Internet traffic flow from AVS via a secure Azure Virtual WAN

The preceding diagram shows internet traffic flow from AVS via a secure Azure Virtual WAN.

« Internet traffic flow from AVS via an Azure Route Server and a Network Virtual

Appliance (NVA):
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Figure 1.9 - Internet traffic flow from AVS via an NVA

The preceding diagram shows internet traffic flow from AVS via an NVA.

« Internet traffic flow from AVS via the customer on-premises firewall:

=
K '~
Customer Edge Router gxxmy | P N
7 \
Customer On-Premises Data Center f ./ \ P T~ -
I / N,
| I N
| \
_ (-+—-~___G_hb=ﬂe=i____> \
R4 » \
; Customer 7 asues -
— ExpressRoute - ExpressRoute |
PP Grcuits - Gircuit .
e 4 - f |
R4 ~.
N
./ -~ ERconnection I .
/ -~ \
! \ P | \
i “~
—————— ——— ———————————— \
| s ExpressRoute Y N
'\ I Gaeway 1 = h 1 |
\ I ! Azure Subscription 1 S lEta ! 1
) [ VWAN HUB I 1 1
\ S e e s N e s |/
/

\
N ajeo-ig@~> e

-
_____ XY _ . _ . _ . _._ . _ . |AwreRegion | _ -’

Figure 1.10 — Internet traffic flow from AVS via the customer’s on-premises infrastructure

15



16

Introduction toAzure VMware Solution

The preceding diagram depicts internet traffic flow between AVS and the customer’s on-premises
infrastructure, flowing through their firewall.

Identity and access management

There are different identity requirements for AVS based on how it’s set up in Azure. AVS comes with
a built-in user called cloudadmin in the new environment’s vCenter. This user has been given the
CloudAdmin role, which gives them a lot of power in vCenter. It’s also possible to set up new roles in
your AVS environment using the principle of least privilege:

« Active Directory Domain Services (AD DS): It is highly recommended to deploy an AD DS
domain controller in your identity subscription in Azure. This will help with users” authentication
in Azure instead of this request being made back in the customer’s on-premises environment.

o Least-privilege roles: Allow only a small number of people to have the CloudAdmin role.
When assigning users to AVS, use custom roles and as few permissions as possible.

o Resource-based access control: People who need to manage AVS should only have Role-Based
Access Control (RBAC) permissions for the resource group where AVS is installed, and for
delegated users who need to manage it.

o vSphere permissions: Only set up vSphere permissions with custom roles at the top level if
you need to. It’s better to give permissions to the right VM folder or resource pool. In general,
do not apply any kind of vSphere permissions at or above the level of the data center.

« Active Directory sites and services: Ensure that Active Directory sites and services are configured
with the appropriate and respective client IP subnets to provide a better authentication experience
when attempting to locate the nearest domain controller.

o Active Directory groups: When you set up groups in Active Directory, you can use RBAC
to manage vCenter and NSX-T. You can make your own roles and assign them to Active
Directory groups.

Business continuity and disaster recovery

Implementing a BCDR solution is very important for all organizations. Businesses need to be able to
continue functioning in case of any disruption to day-to-day operations. AVS is no exception.

It is important for an organization and its enterprise application workloads to meet their Recovery
Time Objective (RTO) and Recovery Point Objective (RPO) goals. Effective BCDR design meets
these needs at the platform level. To figure out how to build DR capabilities, you need to know what
your platform needs.

Even though AVS provides one or more private clouds that have vSphere clusters, built from dedicated
hardware, a robust BCDR solution is highly recommended.



Business continuity and disaster recovery

Design considerations for AVS BC

Choose a backup solution that has been proven to work for VMware VMs, such as Microsoft Azure
Backup Server (MABS) or from one of the backup service providers. Some of the backup solutions
for AVS are listed as follows:

MABS:

When you set up MABS, make sure it is in the same Azure region as your AVS private cloud.
This method saves money on traffic costs, makes it easier to manage, and keeps the primary/
secondary topology the same.

There are two ways to run MABS: you can run it as an Azure VM in your Azure-native
environment, or you can run it on an Azure VM within your private cloud. It’s very important
to put it outside of the AVS private cloud and into a VNet that has connectivity to AVS
via ExpressRoute.

To get help restoring from a backup for parts of the AVS platform, such as vCenter, NSX
Manager, or HCX Manager, you will need to create an Azure support request.

Cohesity

Dell Technologies
Rubrik

Veritas

Veeam

Commvault

Design considerations for AVS DR

The options for designing AVS DR are listed as follows:

Make sure that the business needs match up with the recovery time, capacity, and recovery
point goals for your applications and VM tiers. To make sure you get what you want, plan
and design accordingly. Use the right replication technology to do this. Technologies such as
SQL always-on availability groups, VMware Site Recovery Manager (SRM), and Azure Site
Recovery (ASR) are some ideal solutions to implement as part of your DR strategy.

VMware SRM is a very good option to back up your AVS private cloud to a second AVS private
cloud in case of a disaster, so you can keep your business running. Please note that VMware
SRM is not included in your AVS subscription. It is an add-on that you will need to have a
separate license for.

ASR is another solution that you can use to back up your AVS private cloud to Azure IaaS.
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o There are also partner solutions such as JetStream Software that you can use to implement
your DR solution for AVS.

o Make sure you decide which of your AVS workloads needs to be protected if there is a DR
situation Consider only protecting the things that are important to your business to keep the
costs down.

o Make sure to have copies of your domain controllers in your secondary environment.

o Make sure both backend ExpressRoute circuits have ExpressRoute Global Reach turned on.
This will make it possible for DR to happen between AVS private clouds in different Azure
regions. These circuits connect the main private cloud to the secondary private cloud when
DR solutions such as VMware SRM and VMware HCX are used.

Security, governance, and compliance

In this section, we will talk about how to make sure that AVS is safe to use and that you can manage
it from start to finish. We will look at some specific design elements and give specific advice for the
security, governance, and compliance of your AVS.

Security

It is important to make sure that you have your security components planned out before you deploy
any solution in Azure. AVS is no exception. In the following, we will look at some of the key factors
to consider:

o Limits on permanent access: In the Azure resource group that hosts the AVS private cloud,
the Contributor role is used. This role is used by the AVS service. To keep contributor rights
from being misused, limit permanent access. Using a privileged account management tool can
help you keep track of and limit how long highly privileged accounts are used.

o Centralized identity management: AVS gives cloud administrators and network administrators
credentials that can be used to set up the VMware environment. They are visible to everyone
who has RBAC access to the AVS.

If you want to restrict built-in cloudadmin and network administrator users’ access to the VMware
control plane, use the control plane RBAC features to properly control role and account access. Using
least-privilege principles, make a lot of targeted identity objects such as users and groups. Limit access
to the administrator accounts provided by AVS and set them up in a break-glass configuration. If you
can’t use any other administrative account, use the built-in account instead.

Use the Cloudadmin account to connect Azure AD DS with the VMware vCenter and NSX-T control
applications and the administrative identities for the domain services that are part of the cloud. Use
users and groups from your domain to manage and operate your AVS. Don't share your account.
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Customize vCenter roles and link them to AD DS groups so that you can control access to VMware
control surfaces with fine-grained privilege level control, such as who can see what.

There are options in AVS that you can use to change and reset passwords for vCenter and NSX-T
administrators. When you use the break-glass configuration, set up a regular rotation of these accounts,
and rotate the accounts when you do.

Governance

Consider following these suggestions when you plan for an environment and guest VM governance:

Storage space on your vSAN: You need to have sufficient free space on your vSAN to maintain
your VMware Service-Level Agreement (SLA). A minimum of 25 percent free space on your
VSAN is required by VMware.

Host quota: If there are not enough host quotas, there could be delays of up to 7 days before
you get more space for growth or DR. Make sure to think about growth and DR when you ask
for the host quota, and check the environment’s growth and maximums on a regular basis to
make sure there is enough time for expansion requests. Suppose a three-node AVS cluster needs
three more nodes for DR If you need six nodes, ask for six hosts instead of just the primary
three nodes. It doesn’t cost extra if you ask for a host quota.

Access to the ESXi: There is limited access to the ESXi hosts. Some third-party software that
needs access to the ESXi host might not work. Identify any AVS-supported third-party software
in the source environment that needs access to the ESXi host from AVS. Make sure you know
how to use the AVS support request process in the Azure portal when you need to get into
the ESXi host.

Compliance

There are many recommendations for compliance when planning your AVS environment. A few of
these recommendations are listed as follows:

Monitoring

Backup

Country and/or industry regulatory compliance
Data retention

Corporate policies
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Let us look at compliance in more detail:

Microsoft Defender for Cloud monitoring: When you use Defender for Cloud, you can use
the regulatory compliance view to make sure that you are meeting the required security and
regulatory standards. Defender for Cloud workflow automation can be set up to keep an eye
on how well youre doing in terms of deviation from the required compliance policies.

Workload VM backup compliance: Ensure your AVS guest VMs are being backed up. We
mentioned earlier the importance of backing up your AVS in case of a disaster.

Country- or industry-specific regulatory compliance: If you want to avoid costly legal action
or fines, make sure your guest workloads for AVS follow local and industry-specific regulations.
It's important to know how the cloud-shared responsibility model works for different industrial
or regional regulatory compliance.

Data retention and residency requirements: AVS doesn’t allow you to keep or get data from
clusters that are stored on the cloud. This means that when you delete a cluster, it stops all
running workloads and components and also destroys all the cluster’s data and settings, such
as public IP addresses. You will not be able to recover the deleted data.

Corporate policy compliance: Keep an eye on the guest workloads in AVS to make sure they
don’t break company rules and regulations. Use solutions such as Azure Arc-enabled servers
and Azure Policy, or a similar third-party solution. Routinely check and manage AVS guest
VMs and applications to make sure they meet the required internal and external regulations.

Management and monitoring

When planning a public cloud solution, management and monitoring should be integral parts of your
design construct, and AVS should be no exception.

Creating an AVS with optimum management and monitoring capabilities will help you get the best
out of the solution.

Look at the following tips for managing and monitoring your AVS platform:

Keep track of the metrics that matter most to your operations teams and make alerts and
dashboards that show them.

VSAN storage space is limited, so you need to keep an eye on vSAN capacity. When you use
vSAN storage, only use it for guest VM workloads. VMware requires you to have a minimum
of 75 percent free space on the vSAN to maintain the SLA. It is also recommended that you
use Azure Blob Storage to store your backups instead of using vSAN storage.

A local identity provider is used by AVS. After you set up AVS, use a single administrative user
account for the first configurations. Active Directory integration is highly recommended, since
it provides a way to track the actions of each user.



Summary

Summary

AVS is a first-party Microsoft Azure service built in collaboration with VMware that delivers a
familiar vSphere-based, single-tenant, private cloud on Azure. The VMware technology stack includes
vSphere, NSX-T, vSAN, and HCX. AVS is deployed natively on dedicated infrastructure in Azure data
centers. AVS provides a consistent, well-known user experience with existing on-premises VMware
environments. Customers can deploy an AVS environment in just a few hours and quickly migrate VM
resources. Microsoft provides all necessary networking, storage, management services, and support.

Throughout this chapter, we went over the critical design areas to help you design, implement, secure,
and manage AVS.

Some of the critical design areas we covered were as follows:
o AVS overview
o Use cases for AVS
o Enterprise-scale for AVS
o Networking
o Identity and access management
« BC/DR
 Security, governance, and compliance
You should now understand what AVS is and the use cases for the solution.

In the next chapter, we will go deeper into enterprise-scale for AVS and the available guidelines and
take a deeper look into the overall architecture.
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Enterprise-Scale for AVS

As discussed in Chapter 1, enterprise-scale for AVS is a collection of open source templates of Azure
Resource Manager and Bicep that can be used with AVS planning and deployment. You can think of
it as a roadmap for building a scalable AVS for future growth. This open source solution gives you an
example of setting up Azure landing zone subscriptions for a scalable AVS environment. It also gives
you an example of how to set up the subscriptions. The architecture and best practices of the Cloud
Adoption Framework’s Azure landing zones are used in the implementation, focusing on the design
principles of a large-scale deployment.

In this chapter, we will dive deeper into enterprise-scale for AVS and look at the different design
considerations when implementing a scalable AVS in your Azure landing zone.

Customers have multiple options when building out the landing zone. It’s possible to use the enterprise-
scale option for AVS to build a structure that works for you and puts your company on a path to
long-term growth.

A fundamental prerequisite to implementing a successful AVS is that you must have already successfully
implemented an Azure enterprise-scale landing zone. It is best to have that in place before deploying
AVS, as this will help you connect your AVS infrastructure to your on-premises data center, AVS to
Azure, and AVS to the internet.

We will be covering the following topics in depth throughout this chapter:
+ Network and connectivity topology for AVS

o Identity and access management for AVS

 Business continuity and disaster recovery

Network and connectivity topology for AVS

As mentioned in the previous chapter, for both cloud-native and hybrid scenarios, implementing a
VMware software-defined data center (SDDC) with the Azure cloud ecosystem has some unique
design challenges to think about when planning for your deployment.
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Some of the challenges we talked about in the previous chapter are as follows:

Hybrid connectivity
Reliability and performance
A zero-trust network security model

Extensibility

We will now look at the different networking components and concepts used to create the different
connectivity medians for AVS:

Azure Virtual Network (VNet): This is the building block for your private networks in Azure.
When you set up a virtual network, it looks and works like a traditional network running in
your own data center. However, it has the benefits of the Azure infrastructure, such as scale,
availability, and isolation. When you use Azure VNet, many types of Azure resources, such as
virtual machines and databases, can communicate with each other, the internet, and on-premises
data centers safely and securely.

Hub and spoke network topology: In this topology, the virtual hub network serves as the
central connection point for multiple spoke virtual networks. A spoke virtual network that
connects to the hub can be used to separate different types of workloads from each other. An
on-premises data center, AVS SDDC, can also be linked up to a hub through a connection point
(ExpressRoute and/or a site-to-site (S2S) VPN).

Network virtual appliance (NVA): This is a virtual appliance that provides Wide-Area Network
(WAN) optimization, security, connectivity to different endpoints, application delivery, and
more. Some examples of an NVA include F5-BigIP, Azure Firewall, Cisco Firewall, Barracuda
Firewall, and others. An NVA in Azure functions the same way a physical appliance does in
a customer data center.

Azure Virtual WAN (vVWAN): vWAN is a unique networking service that you can use to
integrate many features such as networking, routing, and security to provide a single interface
for operation.

Some of the functionalities of Azure vWAN include S2S VPN connectivity, ExpressRoute connectivity,
which is a private connection, routing, and Azure Firewall. It also includes encryption for private
connectivity. You can start with just one use case, and then add functionalities as they are needed.

The architecture for Azure vWAN is a hub and spoke architecture that can scale as needed by adding
additional spokes:

Layer 4 (L4): The fourth layer of the OSI model is referred to as layer 4. It is also known as the
transport layer. L4 enables data to be transmitted or transferred between hosts or end systems
transparently. Error recovery and flow control are both handled by L4. The following are some
of the protocols used in L4:
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Transmission Control Protocol (TCP)
Multipath TCP (MPTCP)

User Datagram Protocol (UDP)
UDP-Lite

Reliable UDP (RUDP)

AppleTalk Transaction Protocol (ATP)
Sequenced Packet Exchange (SPX)

Layer 7 (L7): The application layer, L7, is the final layer of the OSI model and is the highest
layer. Layer 7 identifies the communication parties and the level of service between them. It
is L7’s job to keep data private and authenticate users, and it does so by looking for any limits
on the data syntax. This layer is responsible for all API interactions. The following are some
of the main protocols of L7:

HTTP

HTTPS
SMTP

Understanding networking requirements for AVS

Setting up the landing zone for AVS requires a thorough understanding of Azure network design and
implementation techniques. A wide range of capabilities is supported by Azure networking products
and services. How to arrange services and choose the right architecture relies on your organization’s
workloads, governance, and requirements since every organization is different.

Here, you will find some essential requirements and considerations that will affect your AVS
deployment decision:

Connectivity from on-premises data centers to AVS, where you will be connecting over
ExpressRoute or an S2S VPN. Will ExpressRoute Global Reach be enabled?

Will AVS be connecting to an Azure VNet hub for connectivity to Azure native services or a
vWAN hub?

Is there an L2 extension from the on-premises data center to AVS (this is done to retain a VM’s
IP addresses)?

Do you have an NVA in your current Azure environment?

Will applications require HT'TP/S or not for internet ingress?
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Traffic inspection needs the following:

AVS access to Azure native services

AVS access back to the on-premises data center
Egress access to the internet from AVS

Ingress from the internet to AVS

Traffic connection with AVS

Networking scenarios for AVS with traffic inspection

Let us look at four scenarios!

Scenario 1 - a secure vWAN hub with default route propagation enabled

This scenario will be ideal for customers for whom the following applies:

Do not need traffic inspection between AVS and their on-premises data center
Do not need any traffic inspection between AVS and their Azure vNet

Do need the traffic to be inspected between AVS and the internet

In this scenario, the customer will have to add services for L4 and L7 ingress if they so require. We
are also assuming that the customer already has an ExpressRoute connection in place between their
on-premises data center and Azure.

You can implement this architecture with the following components:

An application gateway for L7 load balancing and SSL offloading, which will reside in a spoke VNet
An Azure Firewall in the secure vVWAN hub (or any other NVA)

L4 destination network address translation (DNAT) must be configured on the Azure Firewall
to filter and translate ingress network traffic

Configure all egress traffic through the Azure Firewall in the vWAN hub.

Implement ExpressRoute, SD-WAN, or a VPN connection between AVS and the on-premises
data center
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The following diagram illustrates scenario 1:

Scenario 1: Secured Virtual WAN Hub with default route propagation
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Figure 2.1 - Secure vVWAN hub with default route propagation enabled

Things to consider

If the default 0.0.0.0/0 route that is being advertised from AVS is interfering with your existing

environment, you will need to take additional steps to prevent route propagation.

The default 0.0.0.0/0 route from the vWAN hub propagates to the ExpressRoute gateway. It takes
precedence over the internet system route built into the virtual network if you currently connect to
a hub-and-spoke topology-based virtual network via an ExpressRoute gateway rather than directly.
If this is an issue, a workaround is to create a 0.0.0.0/0 user-defined route on the virtual network to

override the default route learned.

Azure Firewall advertises the 0.0.0.0/0 route to the VMware solution in the secured vWAN hub.
Advertisement of the 0.0.0.0/0 route is routed to the customer’s on-premises environment through
Global Reach. Implement an on-premises route filter to stop the 0.0.0.0/0 route from being learned.

If an SD-WAN or VPN is implemented, this behavior won’t happen.
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Any VPN, ExpressRoute, and virtual network connections to the vVWAN hub that don’t need the
0.0.0.0/0 advertisement will also get the advertisement, even though they don’t need it. To solve this
problem, you can use an on-premises edge device to block the 0.0.0.0/0 route.

You could also do the following:

Disconnect the ExpressRoute, VPN, or virtual network from the secured vVWAN hub
Enable 0.0.0.0/0 propagation

Disable 0.0.0.0/0 propagation on those specific connections where you do not need the
0.0.0.0/0 route

Reconnect those connections once the 0.0.0.0/0 route has been disabled

Scenario 2 - egress from AVS with either NSX-T or NVA

This scenario will be ideal for customers if:

The customer will use the built-in NSX-T solution
Customers need to have traffic inspection done in AVS and will bring their own NVA solution

ExpressRoute is currently or planned to be in place from the customer’s on-premises environment
into Azure

L4 or HTTP/S ingress from the internet will be needed

There is a single point of entry for all traffic between AVS, Azure Virtual Network, the internet, and
on-premises data centers: the NSX tier-0/tier-1 router or the provided NVAs.

You can implement this architecture with the following components:

An NVA or NSX Distributed Firewall (DFW) behind the tier-1 gateway in AVS

An application gateway for L7 load balancing and SSL termination, which will reside in a
spoke VNet

Azure Firewall for L4 DNAT. Azure Firewall will reside in a secured vVWAN hub.

An ExpressRoute solution deployed between the on-premises environment and Azure with
Global Reach enabled.
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The following diagram illustrates scenario 2:

Scenario 2: Egress from Azure VMware Solution via NSX-T or NVA
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Figure 2.2 - Egress from AVS with either NSX-T or NVA

Things to consider

Internet access will need to be enabled from the Azure portal. Another key thing to keep in mind is
that the IP address for internet access is dynamic. The public IP address is not coming from the NVA
but a managed service in AVS.

Since the NVA is not a part of the AVS solution by default, the customer will need to bring their own
license, and it is the customer’s responsibility to implement high availability for the NVAs.
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Scenario 3 - AVS’s egress and ingress network traffic is routed through an on-
premises firewall

This scenario will be ideal for customers if the following applies:

o The customer wants to use a firewall that resides in the on-premises environment the 0.0.0.0/0
route is being advertised from

« ExpressRoute is already deployed or planned to be deployed with Global Reach enabled
o There is a need for public-facing HTTP/S access or L4 ingress services

Please note that in this scenario, internet egress traffic inspection is handled on-premises. The secured
vWAN hub will be doing all the traffic inspection between AVS and Azure vNet.

You can implement this architecture with the following components:

o An application gateway for L7 load balancing and SSL termination, which will reside in a
spoke VNet

o An ExpressRoute solution deployed between the on-premises environment and Azure with
global reach enabled

The following diagram illustrates scenario 3:

Scenario 3:AVS's Egress and Ingress network traffic is routed through an on-premises firewall.
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Figure 2.3 — AVS’s egress and ingress network traffic is routed through an on-premises firewall
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Things to consider
In this scenario, the public IP address for internet access resides on the NVA, which is on-premises.

The default 0.0.0.0/0 route from the vYWAN hub propagates to the ExpressRoute gateway. It takes
precedence over the internet system route built into the virtual network if you are currently connected
to a hub-and-spoke topology-based virtual network via an ExpressRoute gateway rather than directly.
If this is an issue, a workaround is to create a 0.0.0.0/0 user-defined route on the virtual network to
override the default route learned.

Scenario 4 - all network traffic is inspected by third-party NVAs in the hub
vNet

This scenario will be ideal for customers if the following applies:

o Global reach is not enabled due to restrictions or policy
» Your ExpressRoute circuit does not support global reach
 Customers need to have more control over their firewalls deployed in Azure

o Customers need to continue using the NVAs that they currently use to have a seamless
firewall experience

o The need for traffic inspection between AVS and your on-premises environment using the
NVAs in Azure

This scenario takes into consideration that ExpressRoute is already deployed between the customer’s
on-premises environment and Azure.

You can implement this architecture with the following components:

o Hosted third-party NVAs in VNets for firewalls and other networking functionalities, including
L7 load balancing and SSL termination

« Azure Route Server (Route Reflector), which will be used to route traffic between AVS, Azure
VNets, and the on-premises data center

This scenario also takes into consideration that global reach is not enabled, so the NVAs will now be
responsible for internet access and routing back to the on-premises environment from AVS.

Also, please note that this is a very complex configuration, so use another option if Global Reach is
available to you.
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The following diagram illustrates scenario 4:

Scenario 4: All network traffic is inspected by third-party NVAs in the Hub Vnet.
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Figure 2.4 — All network traffic is inspected by third-party NVAs in the hub vNet

Things to consider

Since global reach is disabled, you will need to make sure that you inspect all traffic in the hub VNet
where the NVAs are hosted.

To make sure that all traffic is routed through the hub VNet, deploy Azure Route Server. Since the
NVAs are a third-party solution, you are responsible for the implementation and management of
that solution.

It is also recommended to implement the NVAs in high availability for redundancy purposes.
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Recommendations for AVS networking design

The following are the recommendations for the AVS networking design:

Internet, ExpressRoute, HCX, public IP, and ExpressRoute Global Reach are shared by all
clusters. Some basic networking parameters, such as network segments, the Dynamic Host
Configuration Protocol (DHCP), and the Domain Name System (DNS), can also be shared
throughout application workloads.

Before deployment, plan out your private clouds and clusters. Your networking requirements
are directly affected by the number of private clouds. For private cloud management and IP
address segment for VM workloads, each private cloud requires its own /22 address space.
Consider setting aside some time to define those address spaces.

It is very important to discuss with your networking team how to segment and distribute your
private clouds, clusters, and network segments for workloads. This will help you avoid wasting
IP addresses. Do this during the planning phase of your architecture.

Because all clusters share the same /22 address space, they can communicate within an AVS
private cloud.

Use NSX’s built-in DHCP service or a private cloud’s local DHCP server for DHCP. Don’t send
broadcast DHCP traffic back to on-premises networks across the WAN.

Deploy a new DNS infrastructure in your AVS private cloud if you are not connecting back
to an on-premises environment (Windows Server DNS services running on an Azure VM
or Azure Private DNS: https://learn.microsoft.com/en-us/azure/dns/
private-dns-overview).

If the AVS infrastructure is connected to an on-premises environment, use your existing DNS
solution. If needed, deploy DNS forwarders to extend AVS.

Identity and access management for AVS

We recognize that AVS identification needs differ, depending on the AVS implementation in Azure;
as a result, we'll focus on some of the most typical instances:

There are different identity requirements for AVS based on how the solution will be utilized.
AVS comes with a built-in user called cloudadmin in the new environment’s vCenter. This
person has been given the CloudAdmin role, which gives them a lot of power in vCenter. It’s
also possible to set up new roles in your AVS environment using the principle of least privilege.

Limit RBAC permissions for AVS in Azure to the Resource Group where it’s installed and the
number of users who need to maintain it.

To manage vCenter and NSX-T, create groups in Active Directory (AD) and use RBAC. You
can create custom roles and assign them to the AD groups.
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o The administrator has access to the vCenter administrator@evsphere. local account
in an on-premises vCenter and ESXi implementation. They can also be allocated to more AD
users and groups.

« The administrator does not have access to the administrator user account in an AVS deployment.
They can, however, use vCenter to assign AD users and groups to the CloudAdmin role. The
CloudAdmin role cannot add an identity source to vCenter, such as an on-premises LDAP or
LDAPS server. However, you can add an identity source and assign the CloudAdmin role to

users and groups using run commands.

Note

The private cloud user has no access to or control over the management components that
Microsoft supports and controls. This includes clusters, hosts, data stores, and distributed

virtual switches.

vCenter privileges

On your AVS private cloud vCenter, you can see the privileges that have been assigned to the Azure

AVS CloudAdmin role by following these steps:

1. Sign into your vSphere Client and go to Menu | Administration.

2. Under Access Control, click on Roles.

3. Select CloudAdmin from the list of roles, then select PRIVILEGES:

vm vSphere Client
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Global Permissions
« Licensing

Licenses
~ Solutions

Client Plug-Ins

vCenter Server Extensions
~ Deployment

System Configuration

- Support

~ Single Sign On
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Customer Experience Improve...

Upload File to Service Reguest
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+ & 7 X
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Resource pool administrator (sam...

Tagging Admin
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I DESCRIPTION
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+ Modify role
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Figure 2.5 — vCenter privileges
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Information

For more information on the CloudAdmin privileges for vCenter, please see https: //
docs.vmware.com.

Creating a custom role in vCenter

Custom roles are supported in AVS. These roles can have equal or fewer privileges than the default
CloudAdmin role.

The CloudAdmin role is used to create, edit, and delete custom roles with privileges that are less than
or equal to those of their current role. You can establish roles with higher rights than CloudAdmin,
but you can't assign them to users or groups, and you can’t delete them.

It is recommended to clone the CloudAdmin role as the foundation for new custom roles to avoid
producing roles that can’t be assigned or deleted.

How to create a custom role in vCenter

The steps are as follows:

1. You will need to sign in to vCenter Server with cloudadmin@vsphere.local ora user
with the CloudAdmin role.

2. Click on Menu | Administration | Access Control | Roles.

3. Select CloudAdmin and then select the Clone role action icon:

Menu s

vm vSphere Client

~JAccess Control

Global Permissions

Roles

Roles provider: v 21eae270bee043c097c898 brazilsouth avs azure com

= Licensing
Licenses + / x USAGE PRIVILEGES
- Solutions Administrator
Client Plug-Ins Read-only
Mo access

vCenter Server Extensions
~ Deployment

System Configuration

Customer Experience Improve
5> Support

Upload File to Service Request
~ Single Sign On

Users and Groups

Configuration

~ Certificates

AutoUpdatellzer

Content lIbrary administrator (sa...
Datastare consumer (sample)
Network administrator (sample)
No cryptography administratar
Resource pool administrator (sa...
Tagging Admin

Virtual Machine console user

. 16 items

o

Figure 2.6 — How to clone the CloudAdmin role
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4. Enter the name you want for the new clone role:

Clone Role X
Role name |C_\_:_> CloudAdmin1 |
Description

Figure 2.7 — Creating a new CloudAdmin user

5. You can add or remove roles and then select OK. The newly cloned role will now be visible in
the Roles list:
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Figure 2.8 - New CloudAdmin user account under the Roles tab
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You have now created your custom role in vCenter!

Business continuity and disaster recovery

AVS makes it possible to have one or more private clouds that have vSphere clusters in them. These
clusters are built on bare-metal Azure servers. There must be at least 3 ESXi hosts in each cluster, and
there can be up to 16 hosts in each cluster. As many as 96 hosts can be run in a private cloud at the
same time. The solution comes with vCenter Server, vSAN, vSphere, and NSX-T as part of the private
cloud offering. A 10-gigabit ExpressRoute is also a part of the default solution.

As robust as the solution is by default, a business continuity and disaster recovery solution is
highly recommended.

Design considerations for business continuity in AVS
The following are the design considerations for business continuity in AVS:

o Make sure to use a backup solution that has been certified for AVS. The following is a list of
backup solutions that have been certified for AVS:
Microsoft Azure Backup Server (MABS)
Cobhesity
Dell Technologies
Rubrik
Veritas
* Veeam
* Commuvault
o In AVS, the storage policies for VMware vSAN are set up to ensure that the storage is available.
When there are three to five hosts in a cluster, the number of host failures that can happen
without losing data is one. Two hosts can go down before data is lost if the cluster has between
6 and 16 hosts. VMware vSAN storage policies can be set up for each virtual machine. This

means that each virtual machine can have its own storage policy. When you use VMware VMs,
you can change the policy used to meet your own needs.

« On AVS, VMware high availability (HA) is enabled by default. The HA admittance policy
guarantees that a single node’s compute and memory capacity is reserved. This reservation ensures
that there is enough reserve capacity in an AVS cluster to resume workloads in another node.
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The recommended design considerations for business continuity
in AVS

The following are the recommended design considerations for business continuity in AVS:

o Use a backup solution to back up your AVS environment.

o Install the backup solution in the same Azure region as the AVS solution. This form of deployment
lowers traffic costs, simplifies management, and maintains the primary/secondary topology.

« MABS is available as an Azure Infrastructure-as-a-Service (IaaS) VM or within the AVS
infrastructure. It’s highly recommended to deploy it outside of the Azure VMware solution’s
private cloud and in a separate Azure VNet. This is because VSAN is a limited capacity
resource within AVS. This virtual network is connected to the same ExpressRoute to reduce
vSAN consumption.

The following diagram illustrates the recommended design considerations for business continuity in AVS:

Microsoft Azure Backup Server recommended design for AVS
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Figure 2.9 — MABS deployment recommendations for AVS
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Design considerations for AVS disaster recovery

In the previous chapter, we look at some design considerations to think about when planning your
BC/DR solution for AVS. We will now look at a few more things to keep in mind:

« Ifyouare using Azure Site Recovery, make sure that the correct startup order for each workload
is listed in your recovery plan. An example will be to have your Domain Controllers start first,
followed by your database server, then your application servers.

« When working with disaster recovery, you can use the same IP address spaces from the primary
Azure region in the secondary Azure region. However, it requires extra overhead to create
the solution:

* Keep the same IP addresses: On the recovered VM, you can utilize the same IP addresses
that were assigned to the AVS VMs. Create segregated VLANSs or segments in the secondary
site for this strategy, and make sure none of these isolated VLANS or segments are connected
to any other environment. Change your disaster recovery routes to reflect the new IP address
locations and the subnet’s relocation to the secondary site. While this strategy works, when
looking for little involvement, it causes engineering overhead.

* Use new IP addresses: For restored VMs, you can also utilize alternate IP addresses. The
custom IP map will be detailed in the VMware Site Recovery Manager recovery plan if the
VM is moved to a secondary location. To update your IP address, select this map. The new
IP address is assigned to a configured virtual network when using Azure Site Recovery.

« You must enable ExpressRoute Global Reach between both backend ExpressRoute circuits to
enable disaster recovery between AVS private clouds in different Azure regions. When disaster
recovery solutions such as VMware SRM and VMware HCX are required, these circuits provide
primary to secondary private cloud communication.

Know the difference between a partial and a full disaster recovery solution.

VMware SRM can be used for both partial and full disaster recovery. You can fail some or all the VMs
from primary to secondary regions when operating AVS in regions 1 and 2.

If partial or full disaster recovery is possible, it depends on the need for VM recovery and IP
address retention.
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Design considerations for AVS disaster recovery

When working with AVS on both primary and secondary sites, use VMware Site Recovery Manager.
Protected and recovery sites are terms used to describe primary and secondary sites, respectively. The
following diagram depicts a high-level overview of vSphere replication in continuous mode:

Continuous vSphere replication
between two AVS environments
in two separate Azure regions

. AAzure Region 1 A Azure Region 2 ‘

D-MSEE | D-MSEE
~—
ExpressRoute Global
Reach
AVS Network @ Q AVS Network
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Figure 2.10 — SRM continuous replication, high-level architecture

The secondary and primary site components are depicted in greater depth in the following diagram:
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Figure 2.11 — SRM continuous replication, detailed architecture

Connect the primary and secondary AVS private clouds using ExpressRoute Global Reach.

Reduce manual input by incorporating automated recovery plans into each of the solutions. These
plans are useful when disaster recovery for the AVS private cloud is provided by VMware Site Recovery
Manager or Azure Site Recovery. For failover, a recovery plan organizes machines into recovery



Summary

groups. This aids in defining a methodical recovery procedure by allowing small autonomous units
to be created that can fail over.

If Azure JaaS$ is the disaster recovery target for AVS, use Azure Site Recovery.

Summary

In this chapter, we looked at the main components of enterprise-scale for AVS. Enterprise-scale for
AVS is an open source set of Azure Resource Manager and Bicep templates for planning and deploying
AVS. You may consider it a template for building a scalable AVS that can scale up in the future. This
open source solution explains how to construct a scalable AVS environment using Azure landing
zone subscriptions. It also uses an example to demonstrate how to set up subscriptions. With a focus
on large-scale deployment design concepts, the implementation follows the architecture and best
practices of the Cloud Adoption Framework’s Azure landing zones.

By now, you should understand the critical designs for each of the topics covered. Here is a recap of
what was discussed throughout:

o Setting up the landing zone for AVS requires a thorough understanding of Azure network
design and implementation techniques.

« Itsalso possible to set up new roles in your AVS environment using the principle of least privilege.
o AVS makes it possible to have one or more private clouds that have vSphere clusters in them.
o On AVS, VMware HA is enabled by default.

o The HA admittance policy guarantees that a single node’s compute and memory capacity
is reserved.

« Use a backup solution to back up your AVS environment. Install the backup solution in the
same Azure region as the AVS solution.

o« MABS is available as an Azure IaaS VM or within the AVS infrastructure.

o It’s highly recommended to deploy it outside of the Azure VMware solution’s private cloud
and in a separate Azure VNet.

o Connect the primary and secondary AVS private clouds using ExpressRoute Global Reach.
o Reduce manual input by incorporating automated recovery plans into each of the solutions.

o These plans are useful when disaster recovery for the AVS private cloud is provided by VMware
Site Recovery Manager or Azure Site Recovery.

o If Azure laaS is the disaster recovery target for AVS, use Azure Site Recovery.

In the upcoming chapter, we will look at planning for a successful AVS deployment.
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Part 2: Planning and
Deploying AVS

For a successful production-ready environment for building virtual machines (VMs) and migration,
planning your AVS deployment is crucial. You will learn about the necessary steps to plan a successful
AVS environment.

This part comprises the following chapters:

o Chapter 3, Planning for an Azure VMware Solution Deployment
o Chapter 4, Deploying Your First Azure VMware Solution Cluster
o Chapter 5, Deploying and Configuring HCX in Azure VMware Solution
o Chapter 6, Adding Network Segments in Azure VMware Solution
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Planning for an Azure VMware
Solution Deployment

Planning your Azure VMware Solution (AVS) deployment is critical for a successful, production-
ready environment for building virtual machines (VMs) and migration. Throughout the planning
process, you'll identify and collect the various pieces of information you’ll need for your deployment.
Please note the data you collect as you plan so that you can refer to it during the deployment. After a
successful deployment, you'll have a production-ready environment for creating and migrating VMs.

Throughout this chapter, we will go over the following topics to ensure you get all the required
information for a successful AVS deployment:

o Subscription identification

« Resource group identification
« Azure region

o AVSresource name

o VMware HCX

«  Why use VMware HCX?

o HCX appliance IP requirements

Subscription identification

One of the things you will need to do is to identify the subscription that you will be deploying AVS
in. You can use an existing subscription or create a new one for AVS.



46

Planning for an Azure VMware Solution Deployment

An Azure subscription is a logical grouping of Azure services associated with an Azure account. You
will need to have a subscription to use Azure’s cloud-based services since it acts as a single billing unit
for the Azure resources used by that account:

o An Azure subscription is linked to a single account used to create the subscription and is used
for billing purposes. A subscription can contain numerous resources.

«  You can have many subscriptions for various reasons, including billing, because each subscription
creates its own set of billing reports and invoices.

o Separate subscriptions can also be used to create a division of duty for Azure services. The person
who creates an Azure subscription becomes the global administrator for that subscription and
has full access to every part of it. This is a standard technique that many organizations follow.

The following illustration is a hierarchy that outlines the management and separation between
subscriptions and the respective Azure resources:

XA

@ (> &l %

Application  Firawslls Virqual Networks Azure SQL VM 501 Database Availability Sats Virtual Machines Disks
Gateways (Classic)

Figure 3.1 — Azure subscription flow



Resource group identification

Resource group identification

After the subscription is identified, you will need to decide on the resource group. You can use an
existing resource group or create a new one specifically for AVS.

A resource group is a container for Azure solutions that houses connected resources. The resource
group can contain all the solutions resources or just the ones you want to manage as a group. Based
on what makes the most sense for your company, you select how to allocate resources to resource
groupings. Add resources with the same lifetime to the same resource group to make it easier to
publish, update, and delete them.

The metadata for the resources is stored in the resource group. As a result, when you specify a location
for the resource group, you're also specifying the location of the metadata. You may need to verify
that your data is stored in a specific location for compliance reasons.

Azure region

An Azure region consists of multiple data centers to provide redundancy and availability of your
applications. You create Azure resources in defined geographic regions such as East US, North Central
US, or West US. This approach gives you flexibility as you design applications to create VMs closest
to your users and to meet any legal, compliance, or tax purposes.

It is possible to have multiple resources communicating with each other in different regions. However,
it is highly recommended that all resources for AVS be deployed in the same region.

Region pairs in Azure

Within the same geography, each Azure region is associated with another. This strategy provides for
resource replication across geography, such as VM storage, which should lessen the likelihood of natural
disasters, civil unrest, power failures, or physical network outages hitting both regions simultaneously.
Region pairs also have the following advantages:

« In the event of a more significant Azure outage, one region from each pair is prioritized to help
speed up application recovery

o To minimize downtime and the possibility of an application outage, planned Azure updates
are rolled out one by one to paired regions

You can see the full list of Azure regional pairs at https://docs.microsoft.com/en-us/
azure/virtual-machines/regions.
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AVS resource name

The resource name, for example, ABCPrivateCloudl, is a descriptive name for your AVS private cloud.

It’s critical to note that the name can’t be more than 40 characters. You won't be able to create public

IP addresses for usage with the private cloud if the name exceeds this limit.

Host size

The AVS clusters are built on bare-metal, hyper-converged infrastructure. At the time of writing this
book, the host choices are AV36, AV36P, and AV52. The hosts’ RAM, CPU, and disk capacity are

listed as follows:

Dual Intel Xeon Gold 6140
CPUs with 18 cores/CPU @
2.3 GHz, Total 36 physical
cores {72 logical cores with
hyperthreading)

Dual Intel Xeon Gold 6240
CPUs with 18 cores/CPU @
2.6 GHz / 3.9 GHz Turbo,
Total 36 physical cores (72
logical cores with
hyperthreading
Dual Intel Xeon Platinum
8270 CPUs with 26
cores/CPU @ 2.7 GHz / 4.0
GHz Turbo, Total 52
physical cores (104 logical
cores with hyperthreading

Figure 3.2 — AVS node specification
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Determining the number of hosts and clusters

The first AVS deployment you'll do is a private cloud with just one cluster. You'll need to specify the

number of hosts you wish to deploy to the first cluster for your deployment.

Clusters can be added, removed, and scaled. By default, one vSAN cluster is established for each private
cloud. Three nodes is the minimum for an AVS cluster.

Regional
availability

All product
regions

Selected
regions (*)

Selected
regions (*)




AVS resource name

It is highly recommended that an assessment be done in your environment to determine the VM
count, CPU usage of each VM, and storage usage. There are different tools that you can use for this
assessment. Azure Migrate, Movere, and RV Tools are examples of assessment tools that you can use.

Once the assessment is done, work with your Microsoft account team, where they will do a node
count exercise and figure out pricing.

Most other cluster configuration and operation aspects are handled by vSphere and NSX-T Manager.
VSAN oversees all local storage on each host in a cluster.

Host quota request for AVS

AVS is not enabled in your Azure subscription by default. Because of this, you need to make a request
for a host quota from the Azure subscription that you will use to deploy AVS. Give yourself up to 5
business days for the AVS quota to be enabled for the specified Azure subscription.

The steps for how to request an AVS host quota are as follows:

1. Login to the Azure portal, then select the subscription in which you want to deploy AVS.

2. In the subscription, scroll down to the bottom of the page, under Help + Support, and then
create a new support request.

3. On the Problem description tab, enter the following information:

* Issue type: Technical
* Subscription: Select your subscription
Service: All services | Azure VMware Solution
Resource: General question
Summary: Need capacity
Problem type: Capacity Management Issues

Problem subtype: Customer Request for Additional Host Quota/Capacity
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See the following screenshot for additional guidance:

o ERSubsrintionINanM X | New Support Request

Subscription
[ search (ctri+p | «
¥ Tags " 1. Problem description
& Diagnose and solve problems Tell us your issue, and we'll help you resolve it.
@ Ssecurity Provide information about your billing, subscription, quota management, or technical issue (including requests for technical
advice).
Events
Billing Issue type * | echnical | ~ ‘
B invies Subscription * I
= Payment methods N
: Can't find your subscription? Show more @
p}:!. Partner information
Service O My services AH services
Settings
. Service type * |[Azure Viware Solution | v ‘
3 Programmatic deployment
%) Resource groups Resource * [General question ] v ‘
B Resources Summary * Il\'eed capacity | \/‘
s :
Praview features =
o ’ Problem type * “Capaclt‘/ Management ‘ssuesl e ‘
= Usage + quotas
Problem subtype * |l Customer Request for Additional Host Quota/Capacity | v ‘
B Policies
k=l Management certificates
8 My permissions
Y= Resource providers
ga Deployments
Il Properties
B Resource locks

Support + troubleshooting

3
2 New Support Request @

Figure 3.3 - Creating an AVS host quota request (part 1)

4.
5.

Click Next. On the Recommended solution tab, click Next.

On the Additional details tab, under Problem details, do the following:

= Enter the current date and time.

* In the Description box, type in the region in which you will be deploying AVS and enter

the number of nodes needed:



AVS resource name

SubscriptionjName | New Support Request

Subscription

| P Search (Ctrl+/)

¥ Tags o

&? Diagnose and solve problems
- ] Security

Events
Billing
B invoices
= payment methods
'QR Partner information
Settings
B Programmatic deployment
(% Resource groups
Resources

Preview features

Usage + quotas

E Policies

k= Management certificates
R My permissions

I= Resource providers

mm Deployments

1 Properties

E| Resource locks

Suppert + troubleshooting

Q New Support Request

1. Problem description 2. Recommended solution 3. Additional details 4. Review + create

Tell us a little more information.

Providing detailed, accurate information helps us resolve your issue faster.

Problem details

When did the problem start? * | 0470172022 0| [[Zooe] |

‘ (UTC-06:00) Central Time (US & Canada) v ‘

I:‘ Not sure, use current time

Description * gion Name: East US2 ~
Number of hasts 3

File upload @ Select a file ‘

Advanced diagnostic information

To enable faster resolution, we recommend allowing Microsoft support to access your Azure resources to collect advanced
diagnostic information. Access is read-only and is removed when your support request is closed. Learn maore &'

Allow collection of advanced diagnastic () ves (Recommended)
information? * @ No

A Microsoft support will only be able to pull basic diagnestic information from your services, but you may be asked to provide
additional information to assist with resolution. Be prepared to collaborate closely.

Previous

Figure 3.4 — Creating an AVS host quota request (part 2)
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6. Scroll down to the Support method section and select your preferred contact method:

2 ERSUbscription]hame | New Support Request

Subscription

P Search (Ctrl+/) | <

¥ Tags -

& to pull basic diagnostic information from your services, but you may be asked to provide

A\ Microsoft support will only
i resolution. Be prepared to collaborate closely.

additional information to a:

/2 Diagnose and solve problems

Q Security
Events
Support method
Billing
D A S port Pl - welop
B invoices Support plan Azure Support Plan - Developer
= Payment methods Severity C - Minimal impact
P, Partner information Preferred contact method * ® =1 Email
A Support engineer will contact you over email
Settings O Q:) Phone
. ) A Support engin you over the phone,
Programmatic deployment
Resource groups o
Your availability Business Hours
i Resources
Support language * (@ English ~

4 Preview features
== Usage + 1

sage T quotas Contact info Edit
R rolicies

=l Management certificates Contact name _ :
A My permissions Email [ [

Resource providers Additional email for notification

g Deployments
Phone [

Il Properties

Country/region United States

ﬂ Resource locks

Support + troubleshooting

@ New Support Request I

Figure 3.5 — Creating an AVS host quota request (part 3)

7. Select Email or Phone. Your contact info will auto-populate from your Azure credentials.
8. Click Next.

9. On the Review + create page, click Create.

Requesting a /22 CIDR IP segment for AVS management
components

A /22 CIDR network, such as 50.0.0.0/22, is required for AVS deployment. This address space is divided
into smaller network segments (subnets) for AVS administration, such as vCenter Server, VMware
HCX, NSX-T Data Center, and vMotion. The following diagram shows the IP address segments for
AVS management:
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Microsoft Azure Backup Server recommended design for AVS
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Figure 3.6 — AVS management segments

Please note that any current network segment, on-premises or Azure, should not overlap with the

/22 CIDR network.

Information

For a list of the AVS management subnets, go to https://docs.microsoft.com/
EN-us/azure/azure-vmware/tutorial-network-checklist#routing-

and-subnet-considerations.
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Defining the AVS workload network segments

The VMs must connect to a network segment, just like any other VMware vSphere environment. As
AVS’s production deployment grows, it's common to see a mix of on-premises L2 extended segments
and local NSX-T network segments. The L2 network is normally extended when customers want to
retain their current IP addresses.

Microsoft Azure Backup Server recommended design for AVS

[ —
ﬁ On-Premises
Datacenter —
(] ] ] )
cstomer &
Edge Router
sz
msee A\ ExpressRoute Global Reach
() ExpressRoute Connection
ExpressRoute (3))
Connection
Private Cloud
Region
NSX-T Infrastructure Tier-0 Gateway
ol
= Tier-1 Gateway
-—
GatewaySubnet 2y Subnet 1
zilelivy “The NSX Segment is where the
‘workioad VMs will reside.
; ¢.> [Spoke 1 Virtual Network
Management, vMotion, vSAN Networks s
4+>| Hub Virtual Network @ T @ P
rvices
Azure VCenter, NSX-T,
Region vCenter  NSX Mngr HCX Mngr HOX
= =] =
Hosts Hosts. Hosts for Private
Cloud
xxxx/22
\_ 'VSAN Datastore )
. Azure VMware Solution

Figure 3.7 - AVS workload segments
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Determine a single network segment (IP network) for the initial deployment, such as 10.0.2.0/24.
During the first deployment, this network section is mainly utilized for testing. The address block
must not overlap with any network segments on-premises or in Azure, and it must not be within the
already specified /22 network segment.

Defining the virtual network gateway

AVS can be connected to an Azure site-to-site VPN connection. However, because of its dedicated
connectivity and minimal latency, an ExpressRoute circuit is strongly recommended. The following
diagram illustrates an ExpressRoute Gateway connection:

Microsoft Azure Backup Server recommended design for AVS
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Figure 3.8 — ExpressRoute Gateway connection
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To use the ExpressRoute circuit, you'll also need an Azure Virtual Network Gateway. Determine whether
you want to use an existing ExpressRoute virtual network gateway or a new ExpressRoute virtual network
gateway. It's OK to use an existing ExpressRoute virtual network gateway, but keep track of which
ExpressRoute virtual network gateway you’ll use for planning purposes. You can choose between three
ExpressRoute Gateway SKUs: Standard, HighPerformance, and UltraHighPerformance are the three
options. These gateways have throughput speeds of 1 gigabit, 2 gigabits, and 10 gigabits, respectively.

VMware HCX

VMware HCX isolates VMware vSphere-based on-premises and cloud resources and provides them to
apps as a single continuous resource. The development of a network extension is automated using an
encrypted, high-throughput, WAN-optimized, load-balanced, traffic-engineered, hybrid connection.
This enables hybrid services such as application migration, workload balancing, and disaster recovery
optimization. Applications may run everywhere with a VMware HCX hybrid connection in place,
regardless of the hardware and software beneath.

Why use VMware HCX?

As your company moves toward a hybrid cloud architecture based on AVS, you’ll set up new environments
locally and in the AVS environment to streamline operations and boost business agility. However,
a hybrid cloud can’t be fulfilled unless these new environments have applications and workloads.
VMware HCX simplifies the process of filling and continuously improving application placement on
current VMware infrastructure, enabling data center and cloud conversions.

Defining VMware HCX network segments

VMware HCX is an application mobility technology that makes it easier to migrate applications, rebalance
workloads, and maintain business continuity across data centers and clouds. Various migration types
are available for migrating VMware vSphere workloads to AVS and other connected sites.

The VMware HCX Connector automates the deployment of a subset of virtual appliances that require
multiple IP segments. The IP segments are used while creating network profiles. Modify them as
needed depending on the needs of your migration. Determine which of the following are required
for a VMware HCX implementation that supports your use case:

o Management network: When deploying VMware HCX on-premises, you'll need to establish
a management network. It’s usually the same management network as your VMware vSphere
cluster on-premises. Identify at least two IPs for VMware HCX on this network segment.
Depending on the extent of your rollout beyond the pilot or small use case, you may require
more IP addresses.
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o Uplink network: You'll need to identify an Uplink network for VMware HCX when deploying
it on-premises. Use the same network that you'll be using for management.

o vMotion network: When deploying VMware HCX on-premises, you must designate a vMotion
network for VMware HCX, which is typically the same network your on-premises VMware
vSphere cluster uses for vMotion. Identify at least two IPs on this network segment for VMware
HCX; more numbers may be required depending on the extent of your deployment beyond
the pilot or small use case.

The vMotion network must be exposed on a distributed virtual switch or vSwitchO. If it isn't,
change the surroundings to make it so.

+ Replication network: A replication network must be defined when deploying VMware HCX
on-premises. Use the same network as for your Management and Uplink networks. If the
on-premises cluster hosts use a dedicated Replication VMkernel network, reserve two IP
addresses in this network segment and use the Replication VMkernel network for replication.

HCX appliance IP requirements
The following are the HCX appliance IP requirements:

o Five IP addresses for the HCX appliance

o Four management IPs:

One for the HCX manager
One for the Interconnect appliance

Two will be used for the Network Extension appliance

o One vMotion IP for the Interconnect appliance to participate in vMotion

HCX port requirements

You will need to make sure that all required ports (https://ports.esp.vmware.com/home/
VMware-HCX) are open for communication between the on-premises components and AVS.


https://ports.esp.vmware.com/home/VMware-HCX
https://ports.esp.vmware.com/home/VMware-HCX
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Please see the following diagram for the HCX port requirements:
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Figure 3.9 - HCX network ports

Benefits of extending the L2 network to AVS

HCX Network Extension (NE) enables the extension of a broadcast domain from a customer's
on-premises data center to AVS through a Layer 2 VPN (L2VPN). HCX NE functionality is delivered
via a dedicated virtual appliance at both locations.

Customers’ ability to expand their L2 network is a great option. Customers elect to extend their
L2 network during VM migration to AVS since re-IPing these VMs may not be possible. Once the
customer’s network segment or data center has been thoroughly hydrated, the gateway should be
moved to AVS. This should be used as a stopgap measure until the migration is complete.

Prerequisites for extending the L2 network to AVS
Some prerequisites need to be in place before you can extend your L2 network to AVS:

o« VMware NSX-T 3.0 or above on AVS

o For expanding vDS-based networks, on-premises vSphere Distributed Switch (vDS) version
5.1.0 or above is necessary
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o VMware HCX deployment and service mesh are up and running

« Extending NSX-T-based networks requires VMware NSX-T 2.4 or above

L2 extension recommendations or considerations
The following are the L2 extension recommendations:

o Never extend networks used for VMware HCX network profiles, vSphere management networks,
or other VMKkernel networks (for example, vMotion/vSAN). The reason is that network loops
or IP/MAC conflicts are not detected or mitigated by VMware HCX NE.

o Itis not supported to extend vSphere Standard Switch-based networks. However, you can
extend VMware NSX networks. To expand NSX networks, the NSX manager must be registered
with HCX.

+ A maximum of three AVS private clouds may be added to a network.

« Up to 8 networks may be extended using a single piece of VMware HCX NE equipment. Up
to 128 HCX NE appliances may be managed using HCX manager 4.x.

o Inan extended L2 network, the default gateway is left in the customer’s data center. This can
sometimes lead to routing issues due to the latency between the default gateway on-premises
and the migrated VM in AVS. This situation may be addressed using HCX Mobility Optimized
Networking (MON).

Planning your L2 network extension

VMware HCX NE connects a client location to an AVS private cloud through a Layer 2 VPN. This service
is completely integrated into HCX and performs comparable functions to the NSX L2 VPN. Using an
alternate bridging option, such as NSX L2 VPN, with HCX NE is not supported. Customers should
choose a single L2 extension solution that will suit their migration or disaster recovery requirements.

HCX NE appliances are installed in pairs, with one at the source site and the other at the destination
location. UDP ports 500 and 4500 are used for the encrypted tunnel between HCX NE appliances. If
there are any firewalls in the route between the appliances, they should be set to enable communication
on these ports.

Customers should be aware of the benefits and drawbacks of adopting HCX NE as an optional service.
There are alternatives to utilizing HCX NE, such as assigning new IPs to VMs as they move or migrating
a whole network with all associated VMs to the cloud in one go. When none of these methods are
practicable, HCX NE is a useful tool. While the HCX NE appliance is built for dependability and rapid
startup, it is not intended for high availability (vSphere High Availability can be used to mitigate this
concern). In addition, beginning with HCX 4.0, HCX 4.X features an in-service upgrade option for
HCX NE appliances, reducing the downtime from a software update to a matter of seconds.
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Figure 3.10 - HCX Network Extension layout

Using HCX NE in conjunction with other HCX services may improve the performance and traffic
flow. TCP Flow Conditioning is performed by HCX Traffic Engineering, which dynamically changes
MSS to decrease fragmentation in NE traffic. HCX Mobility Optimized Networking optimizes traffic
flows for VMs that have been migrated to AVS and are connected to an extended network.

Summary

Throughout this chapter, the focus was on the importance of planning for your new AVS deployment.
For a successful production-ready environment for creating new VMs and migrating existing workloads,
planning your AVS deployment is crucial. You'll identify and gather the many pieces of information
you'll need for your deployment during the planning phase. After a successful deployment, you'll have
a production-ready environment for creating and migrating VMs.

Some of the critical topics that needed to be identified were as follows:

o Azure subscription
« Resource group

o Azure region

« Resource name

o Host size
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Determining the number of hosts and clusters

Requesting a host quota for an eligible Azure plan

Requesting a /22 CIDR IP segment for private cloud management from your networking team
Defining the AVS workload network segments

Defining the virtual network gateway

You would be able to deploy an AVS environment with the preceding information if this was a greenfield
without any migration from on-premises using VMware HCX. However, if you plan to use VMware
HCX for vMotion, you must plan your VMware HCX deployment and configuration.

In the next chapter, we will be looking at deploying your first AVS cluster.
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Deploying an Azure VMware
Solution Cluster

Now that we have been introduced to AVS and planning for an AVS deployment, it’s time to do an
actual deployment.

AVS gives you the ability to deploy a vSphere cluster in Azure within hours instead of weeks, as is
typical when deploying a vSphere cluster on-premises. For each private cloud created, there’s one
VSAN cluster by default. You can scale up and scale down as needed. The minimum number of hosts
per cluster is three. More hosts can be added 1 at a time, up to 16 hosts per cluster. The maximum
number of clusters per private cloud is 12. The initial deployment of AVS has three hosts.

After completing this chapter, you will have learned about the requirements needed to deploy an
AVS cluster. You will also have learned how to validate a deployment and connect to your Azure
environment and on-premises data center using different Azure networking solutions.

Before we go through the actual steps to deploy an AVS cluster, we want to ensure that you have what
you need for the deployment to be seamless and successful.

Throughout this chapter, we will cover the following topics:

o Prerequisites to deploy AVS
o AVS deployment validation
o Connecting AVS to your Azure infrastructure

o Connecting AVS to your on-premises environment

Prerequisites to deploy AVS

In this section, we will cover the various prerequisites that you will need to deploy AVS.
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Registering the AVS resource provider

One of the first things you will need to do is register the AVS resource provider (Microsoft.AVS) in the
subscription to which you will be deploying AVS. This is required to enable all AVS-related features
and functions in the specified subscription.

To register the AVS resource provider, please follow these steps:

1. Login to the Azure portal.
2. Select the subscription that AVS will be deployed to.
3. Under Settings, select Resource providers.
4. In the search box on the right-hand side of the page, type Microsoft .AVS.
5. Make sure Microsoft.AVS is selected and click Register:
Home >
¥= | Resource providers
Susscription | @ Diectory: Micessoft
£ search (Cirl+) | « & D unregister () Refresh A7 Feedback

Cost Management

‘ P IM icrosoftavs I

S Cost analysis

B} cCostalerts
Provider Status
i$) Budgets
& advisor recommendations | Microsoft AVS onRegisieredI
Billing
E Invoices

PR Partner information
Settings

&3 Programmatic deployment
(4] Resource groups

B Resources

Ba Preview features

== Usage + quotas

B Ppolicies

&=l Management certificates
R My permissions

2 Deployments

n Properties

E| Resource locks

Support + troubleshooting

2 New Support Request

Figure 4.1 — Microsoft.AVS resource provider registration
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Registration takes a few minutes to be completed.

6. 'The Microsoft.AVS resource provider should now have a Registered status:
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'C'R Partner information
Settings

3 Programmatic deployment

[#] Resource groups

Resources

.; Preview featurss

= Usage + quotas
E, Policies

k=l Management certificates
,Q My permissions

%= Resource providers

ga Deployments

Hl Properties

| Resource providers

oy

< Register /' Unregister () Refresh 2 Feedback

‘ A2 Filter by name...

Provider Status

Microsoft.Security @ Registered
Microsoft.DevTestLab @ Registered
Microsoft.KeyVault @ Registered
Microsoft.Network @ Reagistered
Microsoft.AvS @ Registered
Microsoft.Storage @ Registered
Microsoft.ContainerService @ Registered
Microsoft.ResourceHealth @ Registered
Microsoft.ChangeAnalysis @ Reagistered
Microsoft.DesktopVirtualization @ Registered
Microsoft.ExtendedLocation @ Registered
Microsoft.KubernetesConfiguration @ Registered
Microsoft.ResourceConnector @ Registered
Microsoft.ManagedServices @ Reagistered
Microsoft.Relay @ Registered
Microsoft.DataProtection @ Registered
Microsoft.Cdn @ Registered

Kiimrmendt Unnlbth maes fnie

Figure 4.2 — Microsoft.AVS resource provider registration
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Deploying an AVS cluster

Before deploying a successful AVS cluster, you will need to ensure that a few housekeeping items are
in place. See the following screenshot for more information:

Home > Azure VMware Solution >

Create a private cloud

Prerequisities *Basics  Tags Review and Create

Before you start, here are a few things you will need

Get requisite quota to allocate hosts

» If you are Enterprise agreement (EA) customer, you need to log a support request to allocate hosts.
It takes up to five business days to confirm your request and allocate your hosts. You can log a New Support Reguest and
provide the information for the ticket as explained in docs here.

= If you are a CSP customer, use Microsoft Partner Center to make this available for your customers.
You need to configure Azure plan from customer area, and then allocate hosts using suppert request using Admin on
behalf of (AGBO) procedure.

* Get valid non-overlapping CIDR address block

Azure VMware Solution ingests a /22 network that you provide. Then carves it up into smaller segments and then uses
those IP segments for vCenter, VMware HCX, NSX-T, and vMotion. e.g. 10.0.0.0/22 Learn more about IP segmentation

Figure 4.3 - The AVS deployment checklist

The basic information needed to deploy AVS

Now that the resource provider is registered and you have the AVS host quota approved for your
subscription, it’s time to make sure you have the following information ready:

Item Value Example

Select the name of the
Subscription subscription where you willbe | Corp-Infra-AVS-Sub
deploying AVS.

Select the name of the resource
Resource group group you identified in the AVS | Corp-Infra-AVS-RG
planning phase.




Prerequisites to deploy AVS

Resource name

Provide a name for your AVS
private cloud. You should have
already decided on a name in
the planning phase.

Corp-Infra-SDDC

For location, select the

Location region you decided on for East US
AVS deployment.
Size of hosts Currently, there’s only one host AV36

size for AVS. It’s AV36.

Host location

The options for this are around
availability zones. Currently,
AVS is only deployed to a single
availability zone.

All host in one availability zone.

Number of hosts

Based on the number of
nodes you decided on during
the assessment phase, this is
where you will enter that. The
minimum number of nodes
for an AVS cluster is three.
You can add additional nodes
as needed.

Address block

This is the /22 CIDR block that
was identified in the planning
phase. This is used for the
management components

of AVS. You will still need
additional networks for your
workload segments.

50.0.0.0/22

Table 4.1 — AVS basic information
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For more details, refer to the following screenshot:

Home > Azure VMware Solution »

Create a private cloud

Prerequisities  *Basics  Tags Review and Create

Project details

Subscription* (@ ~ |

Resource group * (i) (Mew) Corp-Infra-AVS-RG ~ |
Create new

Private cloud details

Resource name * (D) ‘ Corp-Infra-AVS ¢|

Location * @ ‘ (South America) Brazil South ~ |

Size of host* @ ‘ AV36 Node v |

Host location ® @ All hosts in one availability zone

O Hosts in two availability zones

MNumber of hosts * (@

Hosts will be equally divided across 2 availability zones. Since there
will be two availability zones, the number of hosts you can select are
in multiples of 2 only.

Find out how many hosts you need

o There is no metering for the selected subscription, region, and S5KU. No

cost data to display.

CIDR address block

Provide |P address for private cloud for cluster management. Make sure these are unigue and do not overlap with any

other Azure vnets or on-premise networks.

Address block for private cloud * (@ ‘ 10.60.0.0/22

| Previous || MNext : Tags > |

Figure 4.4 — The AVS Basics page



Prerequisites to deploy AVS

After you have filled in all the required information, click on the Review and Create button. This will
now take you to the validation page:

Home > Azure VMware Solution >
Create a private cloud -

Legal Terms

Azure isan

to you as part of your tothe d condi “The fol dditional i of Avs:

d tention or stored in AVS Clusters. Once an AVS Cluster s deleted, al

. components, and d I Cluster data and configuration settings, including public 1P addresses.

Professional Services Data Transfer to VMware. I the event that you contact Microsoft o port relating to Azure
VMuware. The transfer is made subject o the terms of the Support Transfer Agreement between VMviare and Microsoft.
record consent from you for the transfer.

and Microsoft must issue, Microsoft will transfer the.
and o

sefore any transfer

the support case to
to VMware wil occur, Microsoftwill obtain and

e ofthe

Services 3 ipport case, by Viwiare processor will be governed by the VMware Data Processing
Agreement for Microsoft AVS Customers Tran for L3 Support. to allow your a. for Azure on your behalf to & the transfer of the Professional Services Data to VMware.

AVS consumption

You authorize Microsoft to share with Viware your- of Avs and ed

By dlicking *Create”, you ms for AVS. f you on . you als0 represent that you have the legal authority to enter into these additional terms on that entity's behalf

Azure settings

Subscription ‘Azure ViMware Solutions GBE Sub

Resource group Corp-infra-AVS-RG

Loaation erazil South

Private cloud details

Resource name Corprinfra-Avs

Size of host AV36 Node
Number of hosts 3
Networking

‘Address block for private cloud 106000722
Tags

=u

Figure 4.5 — AVS deployment legal terms

Once validation is passed, you will have an opportunity to review the legal terms. After reviewing

the legal terms, click on Create to start the deployment of AVS. This process takes 3 to 4 hours to
be completed.

AVS deployment validation

To validate that the AVS deployment was successful, navigate to the resource group that you deployed

AVS into. Select AVS Private cloud and click on Overview. The status of Succeeded will be displayed
after a successful deployment:

Home >

=

AV Private cloud

P Search (Ctrl+/) <

j Delete (C? Feedback

@ Overview

Activity log

Fn Access control (IAM)
L 4 Tags

& Diagnose and solve problems

# Essentials

Resource group (move) :

Status :
Location : Brazil South
Subscription (move)

Subscription ID

: Azure Wihware Solutions

Figure 4.6 — AVS deployment validation
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Now that you have a successful deployment of AVS, it is now time to connect it to your Azure environment.

Connecting AVS to your Azure infrastructure
Let’s walk you through the steps to connect AVS to an existing ExpressRoute virtual network gateway:

1. The first steps is requesting an ExpressRoute authorization key. Navigate to the new AVS private
cloud in the Azure portal. Select Manage | Connectivity | ExpressRoute and then click on +
Request an authorization key:

@& avs-onprem-hp | Connectivity =
T AVS Private cloud

Ctri+/ « O Refresh

Azure vNet connect Settings ExpressRoute]  Public IP ExpressRoute Global Reach AVS Interconnect

ExpressRoute ID

A Search (
@ Overview

@ Activitylog

R, Access control (1AM}

|| fsubscriptions/084bbaic-Thoct-4fc3-0bfd-iz6 ps/tnt51-cust-p01 -nor pe/provid rosoft.Network/exp ircuits/tnt51-cust-p01-nerth
€ Tags .

Private peering ID
& Diagnose and solve problems | fsubscriptions/0eabbetc-7het-4fc3-bfa-i26 ps/tnt51-cust-po1-nor pe/provid rasoft Network/exp ircuits/int51-cust-po1-north
Settings
B Locks

Name Key

Manage er-auth-key [ d070cofe-Thdf-42fe-0994-0dad0 18405
¥ Conne

Figure 4.7 — Requesting an ExpressRoute authorization key

2. Enter a name for the key and then select Create. It may take about 30 seconds to create the key.
After the key is created, it will appear in the list of authorization keys for your private cloud:

@& avs-onprem-hp | Connectivity =
U AVS Private cloud

P Search (Ctri+/) < () Refresh
@ Ovenview

Azure vNet connect  Settings -
@ Activitylog

ExpressRoute ID

Public IP ExpressRoute Global Reach AVS Interconnect

fa. Access control (IAM)

‘/subsmptmns/osAbh:fﬂb:m: bfa-f26 P 1-cust-p01-nor pe/provid rosoft.Network/exp ircuits /tnt51-cust-po1-north
¢ Tags
Private pearing ID
9 subscriptions, chc-Thef-4fc ~cust-p01-nor rosoft.Networ ircuits/tnt51-cust-p01-nor
£ Diagnose and solve problems bscriptions/084bbcfc-Thof-4fc3-Sbf4-126 ps/tnt51-cust-po1 pe/providers/Microsoft P ts/nt51-cust-p01-north
Settings - N
1 Request an authorization key | (O Refresh
B Locks
Name Key
Manage | er-auth-key [ dovocsfe-bdf-4zfe-g00a-0dada8ma0se |

Figure 4.8 — The ExpressRoute authorization key

3. Now, copy the authorization key and the ExpressRoute ID. These will be needed to complete
the peering.
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4. Navigate to the ExpressRoute virtual network gateway that you have decided to use and then
select Connections | + Add:

® SDDC1-GW | Connections & -
Virtusl nebaork gabewny
£ search (Ctil+n . + add (D Refresh
& Overiew ! Search connections
@ Activity log Mame Ty Status 4, Connaction type T, Peer
fR, Access contral (IAM) SODCT-AVS Succeedad ExpressRoute tta0-cust-po1
$ Tags

Z£2 Diagnose znd solve problems
Settings
B Configuration
} Connections
il Properties

B Locks

Figure 4.9 — Creating an ExpressRoute gateway connection

5. On the Add connection page, provide the required values for the different fields, and then
select OK:

Field Value

Name Enter a name for this connection

Connection type

Select ExpressRoute

Redeem authorization

Make sure to check this box

Virtual network gateway

Select the virtual network gateway you decided to use

Authorization key

Paste the authorization key you copied before

Peer circuit URI

Paste the ExpressRoute ID you copied before

Table 4.2 - ExpressRoute virtual network gateway connection field and values
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The screenshot for your reference is as follows:

® Add connection

GBB-Brazil-SDDC1-GW

@ Ensure that the ExpressRoute associated
with this authorization is provisioned by
the provider before redeeming the
authorization.

Name *
[ sooci-avs ~|

Connection type (@

| ExpressRoute ~ |

Redeem authorization @

*Virtual network gateway (@) a
SDDC1-GW

Authorization key *
| 42fe-0994-0dad918/405c |

Peer circuit URI *
| tobeic-7hei-4fca-gbfa-f2e |

[ Fastpath ©

Subscription @

Resource group @

| ~]
Location @

| Brazil South s |

Figure 4.10 — ExpressRoute virtual network gateway connection fields

You will now have a successful connection between your ExpressRoute circuit and your
virtual network:

® SDDC1-GW | Connections  #
Virtual network gateway
O Search (Ctri+/) « + add () Refresh
£ oveniew B search connections
& activity log Name Ty Status 4 Connection type Ty Peer
. Access control 1AM) SDDC1-AVS ExpressRoute nt30-cust-pol
& Tage

Z® Diagnose and solve problems
Settings

& Configuration

) Connectians

1l Properties

G Locks

Figure 4.11 — ExpressRoute gateway successful connection
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You should now be able to connect between the Azure virtual network where the ExpressRoute circuit
is terminated and AVS.

Validating the connection between AVS and Azure
We will now validate the connection between AVS and Azure. The steps are as follows:

1. Useajumpbox (VM) in the Azure virtual network where AVS ExpressRoute is connected.

o

Log in to the Azure portal.

3. Select the VM that you planned on using for the connection. Go to Settings | Networking and
then select the network interface:

@  JumpBox | Networking

Virtual machine

3 & Attach network interface &7 Detach network interface 7 Feedback

Ij-jumphox870

& activitylog IP configuration @
Po. Access control (1AM) ipconfig (Primary) v
€ Tags - - .
9 @ Network Interface: |jumpbeox870  Effective security rules  Troubleshoot VM connection issues  Topology
£ Diagnose and salve problems Virtual network/subnet: GBE-Brazil-SDDC1-VNetJumpBox_Subnet  NIC Public P: 20.197.193.228  NIC Private P: 192.168.50.36  Accelerated networking: Enabled

Inbound port rules  Outbound port rules  Application security groups  Load balancing

@ Network security group KJ-JumpBox-nsg (attached to network interface: kj-jumpbox870)

& connect Impacts 0 subnets, 1 network interfaces
B ws Admin Center Priority Name Port Protocol Source Destination Action
s 300 & ROP 3389 TP Any Any © Allow
as 65000 AllowvnetinBound Any Any VirtualNetwerk virtualNetwork @ Allow
ize

65001 AllowszureLoadBalanceringound Any Any AzureloadBalancer  Any @ Allow
© security

65500 DenyAllingound Any Any Any Any @ Deny
& Advisor recommendations

Figure 4.12 — Jumpbox network connection

4. Next to Network Interface, select Effective security rules; you'll see a list of address prefixes
that are contained within the /22 CIDR block you entered during the deployment phase.

5. To connect to vCenter and NSX-T Manager in AVS, open a web browser and enter the IP
addresses for both vCenter and NSX-T. You will need to do this from the jumpbox VM that is
running in Azure within the same VNet AVS ExpressRoute is connected to.
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6. You will be able to get both IP addresses from the AVS portal page. Go to Manage | Identity.
Copy the Web client URL, Admin username, and Admin password values for both vCenter
and NSX-T Manager:

= SDDC1-SDDC | Identity # -
AVS Private cloud

@ Overview = . .
Login credentials

Activity log
vCenter credentials
Ag Access control (IAM)
Web dlient URL ©
@ Tags
Admin username © W
& Diagnose and solve problems
Settings Admin password @ |@| Generate a new password [0}
8 Locks Certificate thumbprint @ | BE134526153136ACC3E80A0SECO4FFFE2D260560
NSX-T Manager credentials
- Web client URL @ M
® Connectivity
B clusters Admin username @ @—

o JUs— i | I

= Storage (preview)

Certificate thumbprint (@ ‘ 864FC602E38A013C 07D4616D51DE2

& Placement policies

+ add-ons

Figure 4.13 — AVS vCenter and NSX-T Manager credentials

The IP address for vCenter will always be the first IP address from the /22 network that you
used for the AVS management during your deployment phase. For example, if the /22 network
was 10.50.0.0/22, the vCenter IP address willbe 10.50.0.2.

7. Once you have a browser window opened on the jumpbox in Azure, enter the IP address you
copied for vCenter. When VMware vSphere is presented, paste the username and password
you copied earlier for vCenter:

M@Low XI+ - a x

< &} //vc.21eae2T0beeD4ac097cE98) A {5 1= E3

VMware® vSphere

[cloudadmin@vspherelocal |

Use Windows session authentication

LOGIN

A

Figure 4.14 - The AVS vCenter login page
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8.

Click LOGIN. You will now be presented with the vSphere Client in AVS:

vm vSphere Client

Administration

~ Access Control

Global Permissions
~ Licensing

Licenses
~ Solutions

Client Plug-Ins

vCenter Server Extensions
~ Deployment

System Configuration

[ support

Upload File to Service Request
~ Single Sign On

Users and Groups

Configuration

~ Certificates

The IP address for

Customer Experience Improve...

. Roles

Roles provider: vC.21eae270bee04ac087c898 brazilsouth.avs.azure.com ~

+ & 7 X DESCRIPTION USAGE PRIVILEGES

Administrator - Full access rights

Read-only

No access

AutoUpdateUser

Azure Manitor Role
CloneCloudAdmint

CloudAdmin

Content library administrator {sample)
Datastore consumer (sample)
Network administrator (sample)

No cryptography administrator
Resource poel administrator (sample) -

- 18 items.

Figure 4.15 - The AVS vSphere Client

NSX-T Manager will always be the second IP address from the /22 network

that you used for the AVS management during your deployment phase. For example, if the /22
network was 10.50.0.0/22, the NSX-T IP address willbe 10.50.0.3.

9. Repeat step 6 to log in to NSX-T Manager.
O | (3 vsphere-Roles xJ Il Mware NSX | Login x [+ = a X
< &) | 10.50.0.3/login jspZidp=local A Y = 2

VMware NSX-T™

admin|

9

Figure 4.16 — The AVS NSX-T login page
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10. Click LOG IN. You will now be presented with the vSphere Client in AVS:

vm  NSX-T

Home Networking Security Inventory Plan & Troubleshoot

What can | search?

Overview Alarms

&) NETWORKING ©

P

® 1 Tier-0 Gateway

Monitoring Dashboards ~

@ 1Tier-1 Gateway

O\ Q @~ - admin

il

[ Documentation

P securTy ©

B 2 Distributed FW Policies [ 2 Gateway Policies

5 Segments -} O NAT Rules % 0 Endpoint Policies Cly 1 Network Introspection EW P.
© 0 VPN services © O EVPN Tenants [l; 0 Network Introspection NS P...
<§ 0 Load Balancers
& INVENTORY {@} SYSTEM @ @ Preparing more Hosts or Edges? Visit GUICK START
32 0 Groups {73 409 Services. {5} 6 Transport Zones [l 3 of 3 Hosts Configured

{3 17 Virtual Machines [@ 63 Context Profiles [54 2 Edge Transport Nodes [ 1 Host Cluster

B © Physical Servers [ER 1 Edge Cluster D 3 NSX Management Nodes

Figure 4.17 — AVS NSX-T Manager

Now that you have connected AVS to Azure, let us see how to connect AVS to your on-premises
environment in the next section.
Connecting AVS to your on-premises environment

Connecting the AVS environment to your on-premises data center is needed for virtual machine migrations.

ExpressRoute Global Reach is used to peer multiple ExpressRoute circuits together. In this case, you
will use it to establish the connection between the AVS ExpressRoute circuit (DMSEE) and your
existing ExpressRoute circuit (MSEE).

Creating an ExpressRoute authorization key on your on-premises
ExpressRoute circuit

To create an ExpressRoute authorization key, follow these instructions:

1. Inthe Azure portal, navigate to the ExpressRoute page. Under Settings, select Authorizations.



Connecting AVS to your on-premises environment

2. Enter a name for the new authorization key and select Save.

3. Copy the newly created authorization key and the ExpressRoute ID (resource ID):

2 LabExpressRoute | Authorizations =

ExpressRoute circuit @ Directory: Microsoft

[2 search et | « |[5‘] Savel X piscard () Refrash

A, Qverview You can create authorizations that can be redeemed by other circuit users. Circuit users are owners of virtual network

gateways (that are not within the same subscription as the ExpressRoute circuit). Each authorization can be redeemed with

B Activity log one virtual network.

fa Access control (IAM) To redeem authorizations, circuit users will need the resource 1D of the ExpressRoute and an unused authorization key.
Learn mare

¢ Tags

P Diagnose and solve problems Resource ID
[ /subscriptions/3148303f-afad s/ER-RG/providers/Mi... \

& Configuration Name Provisioning state

(9 Connections | I AYSGlobalReach I ‘/|

£ _Authorizations ‘ Enter name |

Peerings
il Properties

Figure 4.18 — Requesting an authorization key from an on-premises circuit

Note that it may take about 30 seconds to create the key. Once the key is created, it will appear in the
list of authorization keys for the circuit.

Peering AVS with your on-premises environment

With the new authorization key and ExpressRoute ID from your on-premises circuit, you can peer
both circuits together.

Go to the AVS portal, and under Manage, select Connectivity | ExpressRoute Global Reach | Add:

SDDC | Connectivity #

AVS Private cloud

P Search (Ctrl+/) « [5) save O Refresh
@ Oveniew =
Azure VNet connect  Settings  E PubliciP  [Exp Global Reach|  AVS Interconnect
Activity log
Identify the ExpressRoute circuits that you want to use, You can enable ExpressRoute Global Reach between the private peering of any two ExpressRout:
o Access control (1AM) more.

& Tags Before you begin

& Diagnose and solve problems

* You understand ExpressRoute circuit provisioning workflows.

* Your ExpressRoute circuits are in a provisioning state.
Settings « Azure private peering is configured en your ExpressRoute circuits.

+ Do not initiate & Global Reach connection from this page if a connection has already been initiated from the on-premises side
B Locks

On-prem cloud connections ©

- add ) Refresh

Subscription Resource group ExpressRoute circuit
W Clusters

No results.

Identity
= Storage (preview)
Placement policies

8
+ Add-ons

Figure 4.19 — AVS to on-premises peering with Global Reach
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Enter the ExpressRoute ID and the authorization key you created earlier, and click Create. The
connection will be displayed in the On-prem cloud connections list:

On-prem cloud connections X

Subscription

Resource group

| v

ExpressRoute circuit (@

| V]
or

If you have a circuit ID, copy/paste below ©

I Jsubscriptions/3148303f-2f8d-4534~ /resourceGroups/ER-RG/provid... JI

Authorization key *

| 4effoct2-0a1b-40d1-9163-4661058a4e03 |

Figure 4.20 - ExpressRoute ID and authorization key input

Validating the connection between AVS and on-premises

In your on-premises edge router, you should now see the management segment from your AVS
NSX-T network.

You should also be able to connect from a server or workstation in your on-premises environment
to AVS.



Summary

Open a browser on your server or workstation from on-premises and go to the vCenter IP address
that’s in your AVS portal:

) SDDC1-SDDC | Identity #
= avs Pruate cloud
£ search (ctri+n K B Feedback
@ Cverview
Login credentials
@ Activity log AT
i vCenter credentials
R Access control (1) - e
Web client URL © | e
¢ Tags
Admin usemame © ([Ford=amna veprereioe]
& Diagnese and salve problems
Settings z ol Lo
B Locks Centificate thumbgrint @ | Beresczs1e3138nCC3ER9R0SECAFFRERD260560.
NSX-T Manager credentials
Web client URL (@ https//10.50°0.3)
* Comecity (e
. U

= storage (preview]

Centificate thumbprint [ 864Fce0ze3anntacazeaea99ABCOTDAG16D5 1DE

B Placement policies

+ Add-ons
Figure 4.21 — AVS vCenter and NSX-T Manager credentials

See step 6 under the Validating the connection between AVS and Azure section for detailed instructions
on connecting to AVS vCenter and NSX-T Manager.

Summary

This chapter focused on the prerequisites and steps needed to deploy and connect your AVS environment
to Azure and your on-premises data center. Planning for your AVS deployment is critical, as it allows
you to ensure that all the information you need will be ready before the actual deployment.

The key areas that were covered in this chapter were the following:

o DPrerequisites to deploy AVS
+ AVS deployment validation
o Connection validation to both Azure and on-premises
In the next chapter, we will be deploying and configuring HCX, which is needed for connectivity to

your on-premises VMware environment. HCX is also needed for virtual machine migration between
the on-premises VMware environment and AVS.
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5
Deploying and Configuring
HCX in Azure VMware Solution

Azure VMware Solution (AVS) no longer comes with VMware HCX Advanced and its Cloud Manager
already set up. Instead, you will need to add it as an add-on through the Azure portal. You will still
need to download the HCX Connector OVA and set up the virtual appliance on your vCenter Server
on-premises. VMware HCX supports up to 25 site pairings in each edition (Advanced and Enterprise)
on-premises to cloud or cloud to cloud. HCX Advanced is the default edition in AVS, but you may
request HCX Enterprise by submitting a support request to Microsoft support. The HCX Enterprise
service may be disabled or turned off; however, HCX Advanced is included in the node fee.

VMware HCX is an application mobility platform for migrating applications, rebalancing workloads,
and ensuring business continuity across data centers and clouds.

The following migration types are supported by HCX:

o Cold migration — Offline migration of VMs.

o VMware HCX bulk migration — The VMware vSphere replication protocols are used by the
HCX bulk migration technique to migrate numerous VMs simultaneously to a destination site.
Benefits include the following:

This technique is intended to migrate numerous VMs concurrently.
A predetermined schedule can be used to make the migration complete.

Until failover starts, the VMs continue to run at the source site. A reboot would be the
equivalent of a service interruption.

« VMware HCX vMotion live migration - Zero-downtime live migration of VMs - limited
scale. This method uses the VMware vMotion protocol to move a single VM to a remote site.

o Cloud to cloud migrations — Direct migrations between VMware Cloud SDDCs moving
workloads from region to region or between cloud providers.
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o VMware HCX replication-assisted vMotion — Bulk live migrations with zero downtime
combining HCX vMotion and bulk migration capabilities (HCX Enterprise features). This
method also combines the benefits of VMware HCX bulk migration with VMware HCX
vMotion live migration.

Throughout this chapter, I will walk you through the steps needed to deploy and configure HCX for
your AVS environment.

The following topics will be covered in this chapter:

« Deploying HCX Advanced using the Azure portal
o Downloading and deploying the VMware HCX Connector OVA
o Activating HCX Advanced using the license key from AVS

« Configuring the on-premises HCX Connector

Prerequisites for deploying HCX Advanced
The following requirements need to be in place before deploying HXC Advanced:

o TCP port 443 and UDP port 4500 need to be allowed connectivity between the on-premises
HCX Connector and the HCX connector in AVS.

Deploying HCX Advanced using the Azure portal
The steps to deploy HCX Advanced using the Azure portal are as follows:

1. Go to your AVS deployment in the Azure portal. Under Manage, select + Add-ons. Then,
select Migration using HCX:

+ SDDC | Add-ons % -
AVS Private cloud
P Search (Ctrl+/) « A7 Feedback
@ overview 3
Overview  Disaste 1y (p ) |Migration using HCX
Activity log
. Access control (1AM)

@ Tags Enhance your private cloud with these optional features

dd-ons that can be enabled to provide additional functionality. Each service

2 Diagnose and solve problems. Azu
ne to get started

Settings
B Locks

& Connectivity
W Clusters
o 1dentity

= storage preview | cetstarted ]

B Placement policies

‘Add-ons
vCer ory (previe:

clustersh
B Templates ——

Figure 5.1 — VMware HCX deployment and configuration
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2. Check the I agree with terms and conditions. checkbox and then select Enable and deploy

+ PartnerPST-SDDC | Add-ons =

2 Search (Ctrl+) «

L)
o)
L
£

AVS Private cloud

Overview

Activity log

Access control (IAM)
Tags

Diagnose and solve problems

Settings

a

Locks

Manage

Connectivity
Clusters

Identity

Storage (preview)
Placement policies

Add-ons

P? Feedback

Overview Disaster recovery (preview) Migration using HCX
HCX is an application mobility platform that is designed for simplifying application migration, workload rebalancing, and

business cantinuity across data centers and clouds. Learn more,

| agree with terms and conditions
By selecting above, you hereby acknowledge that HCX is not FedRamp compliant at this time and to be used at own risk.

HCX Advanced

HCX plan @

Figure 5.2 - VMware HCX deployment and configuration

3. Installing HCX Advanced and configuring the Cloud Manager takes around 35 minutes. The
HCX Manager URL and HCX keys required for the HCX on-premises connector site pairing
will appear on the Migration using HCX tab after installation:

+

AVS Private cloud

P Search (Ctrl+/) «

@ Overview
Activity log
B Access control (IAM)

¢ Tags

A Diagnose and solve problems

Settings

& Locks

Manage

& connectivity

W Clusters

B identity

= Storage (preview)
& Placement policies

+ Add-ons

VCenter inventory (preview)

B3 virtual machines

I8 Resource pools/clusters/hosts

B Templates
B Networks

B Datastores

Workload Networking

SDDC | Add-ons =

AP Feedback

4 Overview  Disaster recovery (preview)  Migration using HCX
HCx is an application mobility platform that is designed for simplifying application migration, workload rebalancing, and
business continuity across data centers and clouds. Learn more.

HCX plan HCX Advanced

1. Configure HCX appliance
Using the IP address below launch the HCX portal. Download HCX appliance (QVA file) from Adminstration page
and deploy on the site where source vCenter environment is running. Learn more.

| htps: / i |

HCX Cloud Manager 1P ©

2. Connect with on-premise using HCX keys
After you deploy the VMware HCX Connector appliance on-premises and start the appliance, you're ready to
activate using below license keys. Learn more.

+ add () Refresh

HCX key name Activation key status

HEX Key @ available

or
Uninstall HCX Advanced

To permanently remove all HCX components from your private cloud dlick the uninstall button. To downgrade to
HCX Advanced edition but keep HCX please contact support

[ uninzal_|
Figure 5.3 - HCX Manager URL and HCX keys
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( R
Note

If the HCX key isn’t shown after installation, click the Add button to produce one, which you
may then use for the site pairing.

The HCX Manager URL will always be the . 9 parameter from the /22 network that was used
to deploy the AVS management components.
. J

Downloading and deploying the VMware HCX Connector
OVA

In this section, I will walk you through the downloading and deployment of the HCX Connector
OVA file.

Prerequisites

The following ports need to be open from your on-premises vCenter for the IP address https://
X.X.X.9:

« TCP 443
« UDP 4500

Downloading the HCX Connector OVA file
The steps are as follows:

1. Open a browser window on a computer that has access to your AVS environment on https://
X.X.X.9onport443.

2. You will use the vSphere credentials in AVS to log in to the VMware HCX Manager. For the
username, enter cloudadmin@vsphere. local and then enter the cloud admin password
and click LOG IN:


https://x.x.x.9
https://x.x.x.9
https://x.x.x.9
https://x.x.x.9

Downloading and deploying the VMware HCX Connector OVA

0O @ VMwereHCX X |+
< (@] FO.50‘0.9/hybridityfw/hcx—cl'\em/index.html#flog\n1

VMware HCX®

s ]

LOG IN

9

Figure 5.4 - HCX Manager login

3. Under Administration, click on System Updates | Request Download Link. You may need to
wait a few seconds to generate the link if the box is grayed out. Then you get the following screen:

= Dashboard @ System Updates
~ Infrastructure
o2 Site Pairing
&b Interconnect Pair your remote data center with VMware HEX
~ Services + VMWARE HCY
1 Compute
& Matwork Extension Local HCX

& Migration
SELECT SERVICE UPDATE ™

Ty Disaster Recovery
~ Administration

Current Viersian System Name T Status Infa
£ Troubleshaating 4300 TNTBO-HCK-MGR-cloud Service update:
& Audit Logs [- ] & 43200 ready lor @
N 0 downioad.
(3 Activity Logs
@ DicE
& Support
Remote HCX
Current Version System Name v Status

Figure 5.5 - HCX OVA file download options

You have the option to download the file or copy the link to the OVA file.
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Deploying the VMware HCX Connector OVA

The steps are as follows:

1.

2.

vm vSphere Client

Log into your on-premises vCenter and select the Hosts and Clusters icon. Then, click your
data center name and from the ACTIONS drop-down menu, select Deploy OVF Template...:

> EJDemo-Test-A
> Cluster-1

> [ 17216.067

> [ 17216071

Recent Tasks Alarms

Task Name ~

Reconfigure alarm

Deploy OVF Template

Target

[ vc.21808974310343019013.

[ SDDC-Datacenter

summary Monitor Configure

Virtual Machines  [ERVYREIMEEE

Name
& AD-DCY

ﬁ INTERCONNECT-1-IX-R1
{3 INTERCONNECT--NE-RI
{3 INTERCONNECT--WO-R1
{3 Lab-07cb00228850-esxi01
[ Lab-07c092a88a0-nfs
¥ Lab-07cb092688a0-vcsa
[ Lab-07cb092588a0-vyos
{3 Lab-210790¢61c16-25xI01
[ Lab-210790c61ci6-nis

[ Lab-210790c61c16-vcsa

~ | Staws

v Completed

Permis;

[ACTIONS|

[ER Actions - SDDC-Datacenter

hal

vapy

New Folder
Distributed Switch

0 New Virtual Machine..

storage

£ Migrate WMs to Another Network.

Move To...

Tags & Custom Attributes
Add Permission
Alarms

x

Update Manager

atastores

Initiator

Figure 5.6 — Deploy HCX OVF file

Networks

VSPHERE.LOCAL\AGMINiStrat

Navigate to the location where you saved the OVA file and select Open:

1Select an OVF template

2 Select a name and folder
3 Select a compute resource
4 Review details

5 Select storage

6 Ready to complete

Select an OVF template

Select an OVF template from remote URL or local file system

Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from your computer, such as

a local hard drive, a network share, or a CD/DVD drive.
OunL

Choose Files ||y e

B Desktop 4
& Downloads
Documents

[ Pictures

& ThisPC
= v o«

[] VMware-HCX-Connector-4.3.2.0-195075.

4 & » ThisPC > Downloads v o Search Downloads
Organize + New folder B
A Name Date modified
# Quick access
v Today (1)

5/17/2022 6:23 PM

b

»
- m @

Type

OVAFile

File nome: [VMware-HCX Connector-4.3.2.0-195075¢ | [Allfiles

>

CANCEL

Figure 5.7 — HCX OVF file selection

NEXT



Activating VMware HCX

3. Select a name for the VM and select a resource or cluster where you will be deploying the
VMware HCX Connector. Then, review the details and required resources and select NEXT.

4. Review the license terms, select the required storage and network, and then select NEXT.

5.  Select the VMware HCX management network segment that you defined during the planning
stage. Then, select NEXT.

6. In the Customize template section, enter all required information, and then select NEXT.

Deploy OVF Template

+ 1Select an OVF template Customize template
+ 2 Selectaname andfolder  Customize the deployment properties of this software solution.
v 3 Select a compute resource
v 4 Review details ‘ @ All properties have valid values X
+ 5 License
6 Select storage
v 9 Passwords 2 settings
+ 7 Select networks
v ——— CLI "admin” User Password The password for default CLI user for this VM
9 Ready to complete Password " -
Confirm Password
root Password The password for root user.
Password
Confirm Password
Network properties 4 settings
Hostname The hostname for this VM
HCX Connector
Network 11Pv4 Address The IPv4 Address for this interface. Leave this empty for DHCP base IP

assignment

CANCEL BACK NEXT

Figure 5.8 - HCX OVF template deployment

7. Verify, and then select FINISH to deploy the VMware HCX Connector OVA.

Note

You will need to manually turn on the virtual appliance. Wait for 10-15 minutes before proceeding.

Activating VMware HCX

First, you must meet the following prerequisites:

« Before you begin, the OVA deployment must be completed. Allow up to 15 minutes for the
services to be initialized when the HCX Connector VM is launched.

o Configure firewall rules both on-premises and in AVS to allow TCP port 9443 inbound
and outbound.
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Now that you have installed the HCX appliance on-premises, you will need to activate it:

1. Inthe AVS window, select Manage | Add-ons | Migrate using HCX. Copy the activation key.

Lab Key | Bo70621372D04C058A520D8... D | @ Available

Figure 5.9 - HCX Manager activation key

2. Browse to the IP address of the VM that was deployed from the OVA file on port 9443
(https://HCXManagerIP:9443) and log in with the following credentials:
* Username: admin

* Password: Use the vCenter admin password:

< C T52.168.246. 101942

HCX Manager

o

LoG IN

Figure 5.10 - HCX Manager login information

3. Once you are logged into the HCX Manager portal, enter the copied HCX Advanced key, and
select ACTIVATE. This process can take several minutes to complete.

Activate your HCX instance

HCX Activation Server nttps:#connect hox vmware.com
HCX License Key T LA LA LI LUt | e @ m
License Key Description Walidity Type

g

Mo licenses added!

0 licenses

ACTIVATE LATER

Figure 5.11 - HCX Manager activation portal




Activating VMware HCX

4. In the Datacenter Location section, provide the nearest location for installing the VMware
HCX Manager on-premises. Then, select CONTINUE.

5. In the System Name section, modify the name or accept the default and select CONTINUE.
6. Select Yes, Continue.

7. In Configure SSO/PSC, provide the FQDN or IP address of your Platform Services Controller
instance, and select Continue.

8.  Verify that the provided information is correct, and select Restart.

System Name

IGysrem Name HCK-VM-enterprise I

CONTINUE

Figure 5.12 - HCX Manager System Name

You will see that you have successfully activated your HCX:

vm HCX Manager Dashboar

Congratulations! You have successfully activated your HCX.

Do you wish to continue with setting up the HCX Manager?

FINISH LATER YES, CONTINUE

Let's get your HCX system configured.

Activate and configure your system.

Figure 5.13 — Successful HCX Manager activation portal

As you can see from the preceding screenshot, you have the option to continue with the HCX Connector
configuration or you can finish the setup at a later time. We will continue with the configuration in
the next section.
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Configuring the on-premises HCX Connector

Now that you have installed and activated the HCX add-on, you are now ready for the configuration
of the on-premises VMware HCX connector, which will enable the on-premises environment to
connect to AVS.

You will learn to do the following:

1.
2.
3.

Pair the on-premises VMware HCX Connector with your AVS HCX Cloud Manager
Configure the network profile, compute profile, and Service Mesh

Check the appliance status and validate that migration is possible when the configuration
is completed

When you have completed all the preceding steps, a production-ready environment will be available
for you to start creating and migrating your VM.

Adding a site pairing

The prerequisites are as follows:

VMware HCX Connector has been installed.

Make sure the VMware HCX Enterprise add-on has been enabled through a support request
if you intend to use VMware HCX Enterprise. On AVS, VMware HCX Enterprise edition is
available and supported at no extra cost.

Azure ExpressRoute Global Reach is configured between on-premises and AVS private cloud
ExpressRoute circuits.

All required ports are open for communication between on-premises components and AVS.

Define VMware HCX network segments.

A Site Pair is needed for you to connect or pair your on-premises VMware HCX Cloud Manager with
your AVS VMware HCX Connector. Proceed with the following steps:

1.
2.

Sign in to your vCenter server on-premises, and under Home, select HCX.

Under Infrastructure, select Site Pairing and select the Connect To Remote Site option (in
the middle of the screen).

Enter the AVS HCX Cloud Manager URL or IP address that you noted earlier (https://
X .X.%.9) and the credentials for the CloudAdmin role in AVS. Then, select Connect.
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Once the connection is successfully made, you should have a screen that looks as follows:

Site Pairing

[# 400 4 sie paminG

ure.com-cloud

&g @ hex.218029743fd343bI9b13(5 northeurope avs.azure.com-cloud € (@) hex 872!
#mpsir2 608 o

Figure 5.14 - Successful HCX site pairing

Creating network profiles

The VMware HCX Connector automates the deployment of a subset of virtual appliances that need
multiple IP segments. Utilize the IP segments you defined during the planning process to generate
your network profiles. You'll create four different network profiles:

o Replication
« vMotion
e Management
o Uplink
Let’s get started:

1. Inyour HCX Manager portal, under Infrastructure, select Interconnect | Multi-Site Service
Mesh | Network Profiles | CREATE NETWORK PROFILE:

wvm vSphere Client

HCX
 Dashoard Interconnect
- Infrastructure

7 Site Pairing

R
* Services
' Gonpu rfie: | Sercs e [ FEERERTONE)

SRS CRCATE NETWORK PROFILE

* System

<o Acmanistration

»

Figure 5.15 - Creating a network profile
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2. For each network profile, select the network and port group, provide a name, and create the
segment’s IP pool. Then, select CREATE.

Create Network Profile X
vCenter * 1721602
Network E}\slnbuled Port Groups () Standard Port Groups  {_) NSX Networks
o Network T Distributed Switch T VLAN T
ESX_MGMT TNT77-DVS o
VSAN TNT77-DVS 1277

2 Netwarks

Name * m

IP Pocls

IP Pocl -0
IP Ranges Prefix Length Gateway
@ HOW MANY FREE IP ADDRESSES DO YOU NEED?
press enter/return or comma (.} to complete input
Primary DNS Secondary DNS DNS Suffix
8888 4444
[ Allow HCX Tenant to edit the IP Pools (D)

MTU * 1500

HCX Traffic Type (optional) Selections will be suggested in the respective compute profile configuration.
u Management [_| HCX Uplink || vSphere Replication [_| vMotion [_| Sentinel Guest Network

CANCEL CREATE

Figure 5.16 — Creating a network profile

After the network profiles are created, they will show up in the Interconnect portal.

 Dashboard Interconnect

= Infrastructure

" T P Pocis
Sacking. HEX_Mgmt 2000 —
b canter T72.96.0.2
Switcn TNTTT-DVS 17216.0.70 - 17216.0.126
EMT DELETE

Figure 5.17 — The new network profile
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Creating a compute profile

A compute profile contains the compute, storage, and network settings that HCX uses on this site to
deploy the interconnected dedicated virtual appliances when a Service Mesh is added:

1.  While still logged into the HCX Manager portal, click on Infrastructure | Interconnect |
Compute Profiles | CREATE COMPUTE PROFILE:

v5phere Client

Interconnect

w Infrast uetiire

! Site Palring
[ ercenect | R
= Services -
“2 Network Extenzion [FECRRIEERAIEY Scrice Mesn | beshuork Frofies

% Migr

APUTE PROFILE

I Disaster Recovery

= System
Sa Administration

{£h Suppart
Figure 5.18 — Creating a compute profile

2. Enter a name for the new compute profile and click CONTINUE:

Create Compute Profile 1 2 3 a4 s

HATE your Compute Proie

AT77-HCX-COMPUTE-PROFLY

B
oK

Figure 5.19 — Creating a compute profile name
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3. Inthe Select Services to be activated tab, select one or more of the available services to be
enabled, and click CONTINUE. (Some services cannot be enabled at this time, since you have
installed HCX Advanced. HCX Enterprise is required for the additional services to be enabled.)

Create Compute Profile 2 3 2 5 &

Select Services to be activated

i Repication Asssted vMotion Migration Service, SAM IiEoraion Seevice, 05 ASssted MIGraton SErvice Cannos be selected a5 ey a8 NOChCensed Wi tis HCX msialaoan

d & @ o

€ros5-cloud wMotionMigration (1)

Repication as

fotion Migraticn (D

Feature has not been activated

|
05 Asasiza Maratien ()

= Feature has nt been actiatea
Feature has not been activated.

Figure 5.20 - Compute profile services

4.  Click on the drop-down icon beside Select Resources to make sure you can see your on-premises
data center, then select CONTINUE.

5. Click on Select Datastore, then select the datastore storage resource for deploying the VMware
HCX Interconnect appliances. Then, select CONTINUE:

Create Compute Profile 1 2 3 4 5 6

Select Deployment Resources and Reservations

=ct appliznces. When mukiple resources are sekected, HCX wil use first resource selecied unti its capacity is exhauste

Salect FoldenOptionzl) w

Intercennect Appliance Reservation Settings (2

Datastores ¢ | Avalanie Storage(GE) | Type

0 CPURessnaton: @ 0% I B  vsanDatastore 2172599 vsan I

% Memory Reservation @ 0%

[ CONTINUE

TI-HCX-COMPUTE-PRO... [STITISIC)]
“ SDDC-Datacenter ==

[ Cster-1 Do

joJcl

Figure 5.21 — Datastore selection
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6. From the Select Management Network Profile dropdown, select the management network
profile that you created in the previous steps. Then, select CONTINUE:

Create Compute Profile

Select Management Network Profile
Sel % network profile via which the management the ESXi hosts can be reached. If you have not already defined such a network profile you can create it here.

[ SeEctMEnagament Netiork rofle | Rer uo ) 2 NFICURETIONS v -
CONTINUE

Network Free IPs Actions =
THIZ? HCx COMPUTE PROFRES SITITlE)
5 @) HOX Momt 53 £or
E SDDC-Datacenter [ icrvee 3

» Mgmt-2 [} e

1P Pooi net configured

CREATE NETWORK PROFILE

if]) Couster-1 3
3
¥
Fa—
BO D
Fp—

Figure 5.22 — Management network profile selection

7. From the Select Uplink Network Profile dropdown, select the uplink network profile you
created in the previous procedure. Then, select CONTINUE:

Create Compute Profile

select Uplink Network Profik

ik P agaresses
comaute profles ane shared with muitioke sites.In such cases Uplink netwark profiles can be ovemcden and specified during the creation of the Inferconnsct Service mesn

not shared acrass muliicle stes you can skap this stes

Select Unlrk Netvicrs Prctie s FreelPs .

[— FreetPs | Actons
Q) TNTI-HCX COMPUTE PROFLES SITIB0)]
s | @ e = o 5 SDDEDetasenies —
> “Mgion s o
< v
) Cuuster1 Poeriore—s 1 e 3

@,
a

Figure 5.23 - Uplink network profile selection
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8. From the Select vMotion Network Profile dropdown, select the vMotion network profile that
you created in the previous steps. Then, select CONTINUE:

Create Compute Profile 1.2 3 4 5 6 x
Select vMotion Network Profile
Select the network profie via which the vMotion interface of the ESXi hasts czn be reached. I you have not already ciefined such a network profe you can create it here. f you don't have
lect UMoton Network Profile w(_ wiction (B Free IP5 ) S0aNCED cONM@URTIONS +
—— 1]
Metwark Free Px Actions
© THIZ7-Hex-CoMPUTE #ROFLEY glzizalc]
) TNTTTHCXUPLINK 57 o : | SDDC-Datacerter s
> | @ wmeten I
- —
b f
v
oo L] —s 2
i
ey H
i i
ay
: © 0
£

Figure 5.24 — vMotion network profile selection

9. From the Select vSphere Replication Network Profile dropdown, select the replication network
profile that you created in the previous steps. Then, select CONTINUE:

Create Compute Profile 12 3 4 5 6 x

select vsphere

ication Network Profile

sizisielel

@
Q

Figure 5.25 — vSphere Replication network profile selection

10. From Select Distributed Switches for Network Extensions, select the switches containing the
VMs to be migrated to AVS on a layer-2 (L2) extended network. Then, select CONTINUE. (If
you do not plan to migrate any VMs on an L2 extended network, you can skip this step. An L2
extension is needed if you plan to retain the IP addresses of migrated VMs.)
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Create Compute Profile 12 3 4 5 & b3

Select Network Containers Eligible for Network Extension

NETWONS WITNEn e SeSactad VU3l SWITCNES or transpon 20nes BECcome eligiiia for HOX NETWork EXTENSIon operansns

me'«em« (o e e ansmnmmﬂ:.um -
— - see®

Network Container
T sErsz-overay-transportzone Q) TNTZ7-HCX COMPUTE-PROFLES O@@@@ .
B srswodan-ransoorizons : st o= '
Tl @TNTT7-DVE E
| ESTNT?7-EVM-PRIVATEONTZ h‘:‘
;
D Custer-1 = &= - E
] i
ihd i 1
L2 A Y-
= 1 T
o
@
Figure 5.26 — Network extension switch selection
11. Review the connection rules and then select CONTINUE:
Create Compute Profile 1 2 3 4 & 6 £
Review Connection Rules "Review and allow these con fions for TNT77-HCX-COMPUTE-PROFILES o
REVIEW CONNECTION RULES salies D5 dimalivn Pikbocmedt )

Tota 12 rdes

Figure 5.27 — Connection rules
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12. Click on FINISH to create the compute profile. You will see the newly created compute profile

as follows:

Interconnect

T Sio Sarvoa Mesh

EOIT DELETE REVIEW CONNECTION RULES

Q) TNT77-HCX-COMPUTE-PROFILE3

974314343019 1315.n0rtheurope.avs.azure.com @ TNTIZHCX-UPLINK (k) @ DI
@ o0

(Ve 2180257431434 30190131 Enortheurope. avs azure.com e

» |[]) SDDC-Datacenter o) Chuster-1 @ vMotion (41
@ Reciication

@HOX_Mamt

clecizle — =

3 nuxvian-ransportzone (Uniimited)

EDIT DELETE REVIEW CONNECTIGN RULES

Figure 5.28 — Newly created compute profile

Creating a Service Mesh

The steps to create a Service Mesh are as follows:

1. Under Infrastructure, select Interconnect | Service Mesh | CREATE SERVICE MESH:

Interconnect

) Dashboard

= Infrastructure
Multi-Sie Service Mesh

| Compute Profiles - ' Network Profiles Sentinel Management |

& Site Pairing

= Services

Network Extension

&3 pigration
L) Disaster Recovery You h ted a Service Mesh
« System

&b Administration

@ support

The HOX Service Mesh § SlON Sites A Service Mesh can be adoed to a connected Site Pair that has a
valid Compute Profie ¢ e ceployment of HCX Inferconnect virtual appliances on both of the sites

Figure 5.29 - Creating a Service Mesh



Configuring the on-premises HCX Connector
2.

Select the source and remote compute profiles (as shown in the following screenshots) from
the drop-down lists, and then select CONTINUE. (This option defines where VMs can be
migrated to.)

Create Service Mesh

Select Compute Profiles

3 4 5 x
s for enablng dlity services. The select be able vsume HEX e
L]
- ©Q ComputeProfile 'OOO@O@
Datacenter e §

([ Mew Quster

@
(o]
Figure 5.30 — Service Mesh source compute profile
Create Service Mesh 1 2 3 4 5 x
Select Compute Profiles
S oo compad pctie sech b he scurce ad remcle s o amsbing iy aarcs. Th sfecicns wh eoe it 1330 wheo Vtan e o adedo ot o paices
Select Source Compute Protie W ( ComputeProfie ) Select Remate Compute Profile W [ TNTAHCX Drafie
(Commrere) s
—— ==
© T4l HOx-Compute
 Compuerrone oISi2IS]Sle) o NSIBITISIBIO)
= = [ ciose ] =
) o Chter = O [0 Qutet ]

Figure 5.31 — Service Mesh destination compute profile
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3. Under Advanced Configuration - Override Uplink Network profiles, select CONTINUE.
The uplink network profiles are used to connect to the network through which the remote site’s

interconnect appliance can be reached.

Creabe Servece Mash

Figure 5.32 — Overriding uplink network profiles

4. On the Advanced Configuration - Traffic Engineering page, review and select CONTINUE:

wahe Servce Magh

Figure 5.33 — Advance Configuration - Traffic Engineering
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5. Now, review the topology preview and select CONTINUE. Enter a user-friendly name for this
Service Mesh and select FINISH to complete:

Creaie Seraoe Mesh + s

Figure 5.34 - Naming the Service Mesh

The process takes approximately 10-15 minutes to be completed. Once the deployment is completed
successfully, all of your services will be green:

Interconnect
M5z Serace e

[ Computs Protivs [TERRRETRERT] riehrok Prafies

(@ o 2180357431034 30rB1315.northeurope.avs.azure.com-cloud “— RHCx:

BOBBHY |

»

VIEW APPLIANCES DELETE  MORE

Figure 5.35 - Service Mesh successfully deployed
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Validating the Service Mesh appliance status

The status of the HCX connection tunnel should be Up and in green. To validate the appliances, select
Interconnect | Service Mesh | VIEW APPLIANCES:

vSphere Client

=3
Interconnect

) Dashnoara

~ Infrastructure
M-St Servies Mesh

Corps s [P i i

fll CREATE SERVICE MESH

Interconnect

€1, 218057431 343190135 northeurape. avs. azure.com-cloud “— @I HC-enterprise @ @ O @ @ (‘J
s o oo [E70) |- | <5
o FROFLE - R

DELETE MORE ~

Figure 5.36 - Viewing Service Mesh appliances status

As you will now see, the tunnels are all green and Up:

vsphere Client

Interconnect

Mum-Sne Servee e

T . e
- Services
€ Matwork Extensics = Intercennect “
& Mipation
D Disaston Recovery Bappiances (7 Task
- system
A Appliances on hx.2180a97431d343b19b1315.northeurope.avs. azure.com-cloud
S umiistraton
& suppant &
T MeoeeTie 7 | PAddes Curen version
» N 4310
[Py [r—
o
- | HoerET T

Figure 5.37 - Viewing Service Mesh appliances status

Now that the HCX Tunnels are up, you're ready to use VMware HCX to transfer and safeguard VM
workloads from on-premises to AVS. Workload migrations are supported by AVS (with or without
a network extension).



Summary

Summary

Throughout this chapter, we focused on configuring and deploying HCX in AVS and in the on-premises
VMware environment.

VMware HCX is an application mobility technology that makes application transfers, workload
rebalancing, and disaster recovery easier between data centers and clouds.

VMware HCX lets you move applications and infrastructure between your on-premises data center
and AVS safely and efficiently. HCX provides high-performance, secure, and optimized multi-site
connectivity to achieve infrastructure hybridity, and offers multiple options for bidirectional VM
mobility with technologies that make it easier to migrate your VM workload to AVS:

+ Deploying HCX Advanced using the Azure portal
« Downloading and deploying the VMware HCX Connector OVA
 Activating HCX Advanced using the license key from AVS

« Configuring the on-premises HCX Connector

As you have learned, VMware HCX plays an integral part in your on-premises to AVS migration
strategy. While there are other methods of migrating a VM workload from on-premises to AVS,
VMware HCX simplifies the process while remaining a secure and high-performance solution.

In the next chapter, we will be focusing on NSX-T Manager, which serves as the networking component
for AVS.

103






6
Networking in AVS using NSX-T

By default, AVS includes NSX-T Data Center. AVS is preconfigured with an NSX-T Data Center
Tier-0 gateway operating in active-active mode and a default NSX-T Data Center Tier-1 gateway
in active-standby mode. These gateways allow you to join the segments (logical switches) and make
connections in the East-West and North-South directions.

After installing AVS, you can use the Azure portal to set up the required NSX-T Data Center objects.
It is designed for users unfamiliar with NSX-T Manager and provides a simplified view of the NSX-T
Data Center activities that a VMware administrator needs every day.

Getting familiar with the NSX-T functionalities is vital, as this will be your default networking tool
in AVS. Customers do have the option to use a network virtual appliance (NVA) as the networking
tool for AVS. NSX-T is deployed with the following services and functionalities by default:

o Segments
o DHCP
« DNS

o Port mirroring
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The following diagram illustrates an NSX-T high-level architecture:

Azure VMware Solution
ExpressRoute Cirouit

Private Cloud Region 1
L o A

Tier-1 Gateway _
Active/Standb St

VM VM VM VM

App Segment Web Segment

Figure 6.1 - NSX-T high-level architecture

After a successful AVS private cloud deployment, you’ll need to configure the NSX-T network
segments using NSX-T Manager or the Azure portal. The segments are logical switches that your
AVS workloads require.

These segments are visible in AVS (in the Azure portal), NSX-T Manager, and vCenter Server once
configured. By default, NSX-T includes an NSX-T Tier-0 gateway in active-vCenter active mode and
a default NSX-T Tier-1 gateway in active-standby mode.



Configuring DHCP for AVS

Virtual machines (VMs) will not have IP addresses until statically or dynamically assigned from a
DHCP server or DHCP relay.

Throughout this chapter, we will focus on the following topics:
o Configuring DHCP for AVS
+ Adding an NSX-T segment using the Azure portal
+ Adding an NSX-T segment using NSX-T Manager
o Verifying the newly created network segment
+ Configuring DNS for AVS

o Deploying a test VM and connecting it to the newly created segment

Configuring DHCP for AVS

In this section, I will walk you through the steps to create a DHCP server using the Azure portal.

In a private cloud environment, applications and workloads need name resolution (DNS) and DHCP
services for IP address allocation. You'll need a good DHCP and DNS infrastructure to deliver these
services. You can construct a VM to provide these services in a private cloud environment.

It is recommended that, instead of forwarding broadcast DHCP traffic across the WAN back to
on-premises, you utilize the DHCP service integrated into NSX or a local DHCP server in the
private cloud.

A DHCP server or DHCP relay is needed before you can create an NSX-T segment if you plan to use
DHCP in AVS.

Prerequisites

You will need an AVS infrastructure with access to the NSX-T Manager and the vCenter Server interfaces.

Using the Azure portal to create a DHCP server or relay for AVS

From the Azure portal, you can create a DHCP server or relay. These services connect to the Tier-1
gateway that was created when you deployed the AVS infrastructure. You will need to specify the
DHCP ranges for the segments that need to utilize the DHCP service:

1. Login to your Azure portal, select your AVS private cloud, and then, under Workload
Networking, select DHCP | Add.
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2. Select DHCP Server or DHCP Relay. Provide a name for the server and an IP address for the

server, and then click OK:
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- SDDC|DHCP % =
AuS Prvate ck

B Templates

@ 1z DHCP semver ar retay e diplay
& wetoris

@ ostastores
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Figure 6.2 — Creating a DHCP server in the Azure portal

If you are creating a DHCP relay, you will need to provide a name for the relay server and

provide an IP address, and then click OK:
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Figure 6.3 — Creating a DHCP relay in the Azure portal
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The steps for creating a DHCP server or relay for AVS are as follows:

1. Log in to your NSX-T Manager portal. If this is the first time you are logging in, accept the
End User License Agreement (EULA) and click CONTINUE. Click SAVE on the Customer
Experience Improvement Program window.

2. Select Networking | DHCP, and then select Add DHCP PROFILE.
3. Enter a name for your DHCP server.

4. Under Profile Type, select DHCP Server. Enter an IP address in the form of x . x . x.x/x
under Server IP Addresses.

5. Enter a time-out in seconds under Lease Time (seconds), and then click SAVE.

vm NSX-T Q 0 G admin
Home Networkng | Securty  Invertory Pl & Troubleshool  System anAGER
DHCP

Profie Narme Profila Type Server P Address Lease Time (seconds) Where Used

S 7 '
iy D " SateaesE/Ee x| Enter @ Addresses 28600)
¥ Shoud be between 60 and 4294967295

08 .5, 1Pv# 1022122723 or IPuS fe?e 7206 o248

Network Services. Tags @ = Scope

Load Balancing

Farwarding Palicies

@ Management
NS
DHCP |

P Address Pools

Figure 6.4 — Creating a DHCP Server in NSX-T Manager

You will now see a new DHCP Server in the list of servers.
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Figure 6.5 — Newly created DHCP Server in NSX-T Manager
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Now, we need to make sure that the Tier-1 gateways can access the newly created DHCP Server
for IP distribution to network segments that will be created later.

6. From the NSX-T Manager portal, click on Tier-1 Gateways. Select the vertical ellipsis (...) on

the Tier-1 gateway and then select Edit.
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Figure 6.6 — Adding the DHCP Server to the Tier-1 Gateways

7.  Select Set DHCP Configuration.
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Figure 6.7 — Set DHCP Configuration
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8. Select DHCP Server from the drop-down options under the Set DHCP Configuration tab.
Select the DHCP Server that you created earlier and click SAVE.

Set DHCP Configuration ®

Choose either DHCP Server or No Dynamic IP Allocation.

Type DHCP Server w
DHCP Server Profile VMs £
Lease Tame 28800 seconds

Server Address 192168 245 5/24

Figure 6.8 — Set DHCP Configuration

9. Click on SAVE again. You will now notice that the DHCP option is now Local | 1 Servers.
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ure 6.9 — Tier-1 Gateways screen updated with the DHCP server
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You will now see the DHCP server information in the Azure portal.
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Figure 6.10 — DHCP server information in the Azure portal

With that, you have learned how to create a DHCP server and a DHCP server relay in AVS. As you
have seen, it is very straightforward to configure DHCP services in AVS.

In the next section, you will learn how to create segments in AVS using both the Azure AVS portal
and the NSX-T management portal.

Adding an NSX-T segment using the Azure portal
I will now walk you through the steps to create an NSX-T segment using the Azure portal:

1. From the Azure portal, navigate to your AVS private cloud, and, under Workload Networking,
click on Segments | Add.

2. Provide the required details for the new segment and click OK:
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Figure 6.11 — Adding an NSX-T segment in the Azure portal

The following are the details you have to add:

+ Segment name - This is the name of the segment that will be visible in vCenter.

o+ Subnet gateway - This is the gateway IP address for the new segment. You will need to enter the

IP address with the subnet mask (x . x . x . x/x). Similarly, on-premises, VMs are attached to a

logical segment and all VMs connecting to a segment belong to the same subnet. IP addresses
will be issued from this segment to all the VMs that are connected to it.

« DHCP - DHCP ranges for a logical segment are optional. You will need to configure a DHCP
server or DHCP relay to consume DHCP on segments.

The segment will now be visible in NSX-T Manager and vCenter.
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Adding an NSX-T segment using NSX-T Manager
The steps for this are as follows:

1. From your NSX-T Manager portal, click on Networking | Segments. Then, click on Add Segment.
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Figure 6.12 - Adding an NSX-T segment in the NSX-T Manager portal

2. Name the segment.

3. Set your Tier-1 gateway (TNTxx-T1) as Connected Gateway.
4. Select the Transport Zone overlay (TNTxx-OVERLAY-TZ).
5

Enter your network CIDR IP address (x.x.x.x/x), and then click on SAVE at the bottom
of the screen.
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Figure 6.13 — Adding an NSX-T segment in the NSX-T Manager portal
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Now, you have learned how to create segments in AVS using both the Azure AVS portal and the
NSX-T management tool. It is recommended to use different segments for different workload types or
organizational segmentations. You can create additional Tier-1 gateways to further help you segment
your different workloads.

In the next section, you will learn how to add new segments to a DHCP server using the NSX-T
Manager portal. This is very important, as all your segments should use the same DHCP server
that you configured earlier. Each new segment needs to be added to a DHCP server for IP address
distribution to new VMs. You can do this during the configuration of a new segment or edit a segment
after it is created:

1. Inyour NSX-T Manager portal, click on Networking | Segments, then click on the ellipsis
next to the segment you created earlier, and click on Edit.
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Figure 6.14 - Adding an NSX-T segment to a DHCP server

2. Click on SET DHCP CONFIG.

3. Click on the toggle switch to enable DHCP for this segment (by default, DHCP is disabled for
new segments).

4. Enter your desired DHCP range and click APPLY.
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5. Click SAVE on the next screen.
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Figure 6.15 — Adding an NSX-T segment to a DHCP server

Verifying the newly created network segment
You will now verify the new segment that was just created. VM-2-Seg-2 was the new segment create:.

1. In the NSX-T Manager portal, click on Networking | Segments.
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Figure 6.16 — New segment verification in NSX-T Manager
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2. Login to your vCenter, and select Networking | SDDC-Datacenter.

D = = 3 [ SDDC-Datacenter

om

Figure 6.17 — New segment verification in vCenter

Configuring DNS for AVS

vCenter Server and other AVS administration components can only resolve name records accessible
via public DNS by default. Certain hybrid use cases — customer-managed systems such as vCenter
Server and Active Directory — need AVS administration components to resolve name records from
privately hosted DNS to work effectively.

Through the NSX-T Manager DNS service, you can build conditional forwarding rules for the
required domain name to a specified set of private DNS servers using Private DNS for AVS
administration components.

You'll get a DNS service and a default DNS zone in the AVS deployment. You must establish an FQDN
zone and apply it to the NSX-T Manager DNS Service to allow AVS management components to resolve
records from your private DNS systems. DNS requests for each zone are conditionally forwarded by
the DNS Service depending on the external DNS servers configured in that zone. The DNS Forwarder
Service in NSX-T Manager is used for this feature.

Important note

The DNS Service is associated with up to five FQDN zones. Each FQDN zone is associated
with up to three DNS servers.
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Configuring a DNS forwarder
The steps are as follows:

1. Inthe Azure portal, navigate to your AVS private cloud. Under Workload Networking, select
DNS | DNS Zone. Click Add.

SDDC|DNS # # «

ee () Refresh &' Feedback

Domain * DINS servers T Source 1P T4 DN sarvice ™o

[0 @ mreo-DNs-FORWARDER-ZONE any 11111000

Figure 6.18 — Creating a new DNS zone

2. Select the FQDN zone option under Type. Provide the DNS zone name and the FQDN for
the domain name, as well as up to three DNS server IP addresses in the format of x. x . x . x.
Select OK.

o s Add DNS zone
o SDDC |DNS = #

1111100,

| o [T

Figure 6.19 — Configuring a new DNS zone
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It will take several minutes to complete. You will see a message that the DNS zone was created
in Azure Notifications.

N
Important note
While NSX-T Manager may be used to execute certain operations in your private cloud, all
configuration modifications to the default Tier-1 gateway must be done by editing the DNS
service from the Simplified Networking experience in the Azure portal for private clouds built
on or after July 1, 2021.

J

3. Click on the DNS service option and then click Edit.
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Figure 6.20 — Editing the DNS service FQDN zones
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4. From the FQDN zones drop-down selection, select the new FQDN and then click OK.

Edit DNS service X
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Figure 6.21 — Editing the DNS service FQDN zones (part 2)

It takes a few minutes to complete, and when it’s done, you will receive the Completed notification
under Azure Notifications. At this point, AVS management components should be able to resolve
DNS entries from the FQDN zone supplied to the NSX-T Manager DNS Service.

DNS name resolution verification for AVS

You have a few choices for verifying name resolution activities once you've set up the DNS forwarder:

1. Log in to the NSX-T Manager portal, select Network | DNS, and expand the DNS
Forwarder Service.
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Figure 6.22 — DNS resolution verification
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2. Select View Statistics, and from the Zone Statistics dropdown, select the FQDN zone that

you created earlier.
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Figure 6.23 — DNS resolution statistics
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The top half of the page displays data for the entire service, while the bottom half displays information
for the zone you have selected. The queries forwarded to the DNS services that were defined when
the FQDN zone was set can be seen in this example.

Deploying a test VM and connecting it to the newly
created segment

Now that a new segment has been created and a DHCP server has been configured for that segment,
we can ensure that a VM deployed to that segment will be able to receive an IP address from the
DHCP server.

There are multiple ways to create a VM in vCenter. For this exercise, we will create a VM from an
imported template:

1. Login to vCenter | VMs and Templates | Templates | your template (in this case, it is Windows-
2022-Template) | ACTIONS | New VM from This Template.

Figure 6.24 — New VM from an OS template
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2. Enter a name for the VM, select a location for the VM (select the data center), and click on NEXT.

Windows-2022-Template - Deploy From Template

1 Select a name and folder Select a name and falder

2 Sel ute resource  Specify a unique name and target location

ect clone oplions Virtual machine name: I Tast Wi-1 |

5 Ready to complete

Select a location for the virtual machine

[ ve.2leae27 0bee04ac097 <898 braziiscuth.avs.azure.com

[ SODC-DStSrEnts

CANCEL MNEXT

Figure 6.25 — New VM from an OS template (part 2)

3. Select Cluster-1 as the destination compute resource and click NEXT.

Windows-2022-Template - Deploy From Template

v 15elect a name and folder Select a compute resource
e B SR L] Select tne cestination compuie resource for this operation

- [0

acenter

Compatizdity

CANCE | MEXT

Figure 6.26 — Compute destination for the new VM
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4. Select vsanDatastore for the VM storage and click NEXT.

Windows-2022-Template - Deploy From Template

+ 15elect a name and folder Select storage

« 2 Select a compute resource  Sslect the storage for the configuration and disk files

Select virtual disk format A

VM Storage Policy: xisting VM storage policies Bl

Mame Capacaty Frovisianed Fres Type Ciuster

4 Siorage Compatitility. Compatibie

| 5 veanDatesiore 4132 TH 15.22 T8 2573 T8 Virual SAN |

1 3

Compatibiity

§ ¥SAN storage consumption would be 240 GB disk space and O B reserved Flash space.

CAMCEL |ur.-:r.

Figure 6.27 - Storage option for the new VM

5. Under the clone options, check the checkbox next to Power on virtual machine after creation
and click NEXT.

Windows-2022-Template - Deploy From Template

« 1 Select a name and folder Select clone eptions
+ 2 Select a compute resource  Sekect further clane cotions
+ 3 Select storage

4 Select clone options Customze the operating system

/ to co _
§ Raacy to compiete ] Custemize this virtual machine’s hardware

E Foweer on virtual machoe after Crastlcr‘l

CANCEL BACK

Fl

Figure 6.28 — Clone options for the new VM
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6. Review the options that you have selected and click on FINISH.

Windows-2022-Template - Deploy From Template

+ 1Select a name and folder Ready to complete

+ 2 Select a compute resource Click Finish to start creation.
+ 3 Select storage

+ 4 Select clone options

5 Ready to complete Provisioning Lype Deploy from template

Saurce template Windows-2022-Template

Wirtual maching name Test WM-1

Falder SDDC-Datacenter

Cluster Cluster-1

Datastore vsanDatastore

Disk storage As defined in the VM storage policy
VM storage policy VAN Default Storage Policy

CANCEL BACK FINISH

&

Figure 6.29 — Overview of the new VM

Moving a VM to a different network segment

The VM was created on the VM-Seg-1 network segment and we will move it to the new network
segment that was created previously. To do this, use the following instructions:

1. Inyour vCenter, click on VMs and Templates | Test VM-1 (this is the new VM that was created)
| Networks. Right-click on VM-Seg-1 and click on Migrate VMs to Another Network.

vm  vSphere Client

& Test VM- ¢ 5 ©

Summary ~ Monitor  Configure  Permissions

v e ~ | NeworkPr.. v WM | Hosts v v v

NSX network 2 3 [ ve2tese.

Add Permission

Figure 6.30 — Migrating the VM to a new network segment
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2. Click on BROWSE, then select VM-2-Seg-2 (this is the newly created network segment), and
click OK.

Select Network

Y Fee

Distributed Switch

Figure 6.31 — Browsing for a different network segment

3. Click on NEXT.
4. Check the checkbox next to Test VM-1 and click NEXT.

Migrate VMs to Another Network

~ 1Select source and destina_  Selact VMs to migrate

2 Select VMs to migrate Select virtual machings Lo migrate to the destination netwark
3 Ready to complete
Select virtual machines to migrate from VM-Seg-1 to VM-2-5ag.2
T =
O Virtual Mechine Network Adapter Host Destination Netwark
O R asr-Conng [ Merwork adapeer 1 [l esxig-oapot Arcessmie -
0O 3 AzureMgrate il Network adopter Bl eaxt3rd6p0i-.  Accessiole
O £ Azure-migrate-ag El esxz-o6.p01.
0 (% COTLOT-SUSE B esxigr0a.po1..
O G kisAvzoza [ esxig-r0g pol...
O O kJ-sRvz022-2 El esxoa-roapor
O B shndharvinlg Bl esxtz-w08 pot...
O O suseiz [l esx1g-09.p01
O o 5 [l esvar0apot..
I Network adapter E] esxtg-r0.po1.
0 Ep Windows-2022 il Metwork odooter | [ esxna-ro4non. Accessile

CAMNCEL BACK ‘ NEXT

F}

Figure 6.32 - Selecting the VM to be migrated to a different network segment

5. Click on FINISH.
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6. Click on Test VM-1. You will notice that the VM is now on the newly created network
segment, VM-2-Seg-2.

& Test VM-1 LR ] Tion

summary  Monitor  Configure  Perm Netviorks

v Twe  NetwokPr v VMs « Hosts - o

WX network T 5 Erre |

B owon | toeme

Figure 6.33 - New VM migrated to the new network segment

7. Click on Test VM-1 | Summary. You will notice that the DNS name is from the domain name
that was used when the DNS FQDN was created.

The IP address is from the DHCP range configured on the DHCP server.

oz s g & Test VM-1 O & @ acTonse
[H ve. Nleae2 ] Obea04ac097c 898 brazil.. Manitar Configure Permissions Datastores Networks
EH sDDC-Datacenter _ )
v [ Luke-vMs
I ASR-Config

covered virtual machine

- -5
£ COT-LOT-SUSE

+ [ Templates

@ Windows-2022-Template

WM Hardware - otes
[ Users
[ Azure-Migrate Edit Notes
. Related Object
[ Azure-Migrate-agent-Maration Reiated Objects ~
- Custom attrioutes
5 Cluster B ciustera Custom Attributes
B K5 2
= [ - - Attribute
[ Test vM-1 Host [ esxi8.ro8 p01 Heae? Tobee0dac0a7caIB brazilsauth avs azur

Figure 6.34 — New VM summary in vCenter

As you have seen throughout this chapter, NSX-T Manager is a powerful yet easy-to-use networking
tool that is deployed and configured by default when you deploy AVS in Azure. Customers who would
like to use another networking solution can use a Network Virtual Appliance (NVA) in AVS.
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Summary

This chapter covered NSX-T Manager for AVS. When you deploy AVS, NSX-T is the default networking
and security management stack.

NSX-T controls the traffic flow between North/South and East/West in AVS. NSX-T is deployed with
the following services and functionalities by default:

o Segments
o DHCP
« DNS

o Port mirroring

You have learned how to configure DHCP and add a segment using both the Azure portal and NSX-T
Manager. You have also learned how to configure DNS and how to verify that NSX-T Manager is configured
correctly for your AVS environment by deploying a new VM and verifying the different parameters.

In the next chapter, I will walk you through creating and configuring a secure VWAN Hub for internet
connectivity and traffic inspection for AVS.



Part 3: Configuring Your AVS

This part will cover internet access from AVS, traffic inspection, storage options, SRM for disaster
recovery, and the management and governance of the AVS environment.

This part comprises the following chapters:

Chapter 7, Creating and Configuring a Secure vWAN Hub for Internet Connectivity
Chapter 8, Inspecting Traffic for AVS
Chapter 9, Adding Additional Storage to the AVS Datastore

Chapter 10, Working with VMware Site Recovery Manager
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Creating and Configuring a
Secure vVWAN Hub for Internet
Connectivity

Utilizing AVS in conjunction with the Azure cloud ecosystem necessitates a distinct set of architectural
considerations for cloud-native and hybrid situations. This chapter will discuss how to connect to the
internet via a secure virtual WAN (vWAN). We will explore the critical factors and best practices for
networking and connecting to, from, and inside Azure and AVS deployments.

The following topics will be covered in this chapter:

o Azure vVWAN in Azure
o Creating a vVWAN in Azure
+ Deploying Azure Firewall to secure the vVWAN

 Creating an Azure Firewall policy for the AVS internet connection

Azure vWAN in Azure

Azure vVWAN is a networking solution that combines a variety of networking, security, and routing
capabilities into a single operating interface. The following are some of its essential features:

» VPN ExpressRoute inter-connectivity

» Site-to-site VPN connectivity

o Private connectivity (ExpressRoute)

« Intra-cloud connectivity (transitive connectivity for virtual networks)

« Routing, Azure Firewall, and encryption for private connectivity
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« Branch connectivity (via connectivity automation from vWAN partner devices such as SD-WAN
or VPN CPE)

o Remote user VPN connectivity (point-to-site)

To get started with vVWAN, you don’t need to have all these use cases. You may begin with a single use
case and then alter your network as your needs change.

In this chapter, we will be focusing on private connectivity using ExpressRoute, routing, and Azure
Firewall. We will also look at encryption for private connectivity.

For branches (VPN/SD-WAN devices), users (Azure VPN/OpenVPN/IKEv2 clients), ExpressRoute
circuits, and virtual networks, the VWAN design is a hub-and-spoke architecture with scalability and
performance automatically built in. It allows a worldwide transit network design, with the cloud-hosted
network “hub” enabling a transitive connection between endpoints scattered throughout various spokes.

For this use case, AVS will be the spoke while vYWAN will be the hub.

In Figure 7.1, Azure Firewall is used in the secured vWAN hub for AVS egress and ingress L4 traffic
inspection. An Application Gateway is recommended for L7 load balancing and SSL offloading. The
connectivity back to the customers’ on-premises can either be an Azure ExpressRoute, a site-to-site
VPN, or a software-defined WAN:

Internet

A-_

Internet LtTCPa’UDP affic crossing a MSEE or between MSEE and D-MSEE
outbound | | Inboun

_ahertisemenst — ExpressRoute
- 2" connection
"

rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr

w w owm w

Clusters
Agp Segment | ish Sagment

“ ‘ Azure VMware Solution
Figure 7.1 - Secured vVWAN Hub with default route propagation
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Advantages of a vVWAN
The following are some of the advantages of a vVWAN:

« Hub-and-spoke networking systems that are integrated: Connect on-premises sites to an
Azure hub by automating site-to-site setup and connection

o Spoke setup and configuration through automation: Connect your virtual networks and
workloads to the Azure hub simply and securely

o Intuitive troubleshooting: Within Azure, you can observe the end-to-end flow and then utilize
that knowledge to take the necessary measures

vWAN types

There are two varieties of virtual WANSs: Standard and Basic. The following table details the settings
available for each class.

Virtual WAN Type Hub Type Available Configuration
Basic Basic Site-to-site VPN only
ExpressRoute
User VPN (P2S)

VPN (site-to-site)

Standard Standard Inter-hub and VNet-to-VNet transiting through
the virtual hub

Azure Firewall

NVA in a virtual WAN

Table 7.1 - vWAN types

As you can see from the preceding table, you will need to configure a Standard vVWAN to route AVS
traffic to the internet.

Creating and configuring a secured vVWAN in Azure includes several different resources and
configurations. Throughout the rest of this chapter, you will learn how to securely connect your AVS
environment to the internet via a secured vVWAN.
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You will learn how to do the following:

o Create a vVWAN in Azure

o Create a virtual hub and an ExpressRoute gateway in the YWAN
« Connect the AVS ExpressRoute circuit to the hub gateway

« Change the size of the gateway

o Add Azure Firewall to secure the yYWAN

o Create an Azure Firewall policy for the AVS internet connection
o Add a rule to the Firewall policy

o Associate the Firewall policy with the hub

« Route the AVS traffic to the vVWAN hub

Creating a VWAN in Azure

Azure vWAN is a networking solution that combines a variety of networking, security, and routing
capabilities into a single operating interface.

Prerequisites
The prerequisites for creating a VWAN in Azure are as follows:

o An AVS environment that you will be connecting to.
o You must have a public-facing IP address terminating on an on-premises VPN device.

o VWAN creates and uses a hub, which is a virtual network. Get an IP address range for the Azure
region where you will be deploying the hub. The address range for the hub must not overlap
with any of the virtual networks to which you are connected. It also can’t be in the same address
range as your on-premises or AVS address ranges.

Follow these steps to create a vVWAN:

1. Login to the Azure portal and, in the Search resources bar, type Virtual WAN and press Enter.

2. Click on Virtual WANS from the displayed results. On the Virtual WANS page, click + Create.
This will open the Create WAN page.
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3. On the Create WAN page, fill in the fields on the Basics tab. See the example shown in the
following screenshot:

Create WAN

Basics Review + create

The virtual WAN resource represents a virtuzl overlay of your Azure network and is a collection of multiple resources. Learn

maore

Project details

Subscription * Azure VMware Solutions ~ |
Resource group * | GBE-BRS-vWAN N |
Create new
Virtual WAN details
Resource group location * | Brazil South R |
Name * [ vwan-1 M
Type @ | Standard ~ |

Figure 7.2 — Creating a vVWAN

The following are more details of the fields:

Subscription: Select the subscription that you plan on using for the vWAN.
Resource group: You can use an existing resource group or create a new one.

Resource group location: Choose an Azure region from the dropdown. A WAN is a global
resource not limited to a single region. However, you must first choose a region to manage
and find the WAN resource you created.

Name: Type in a name for your yWAN.

Type: There are two different types of vVWAN - Standard and Basic. Since we will be connecting
to the ExpressRoute circuit from AVS, you will need to select Standard. A Basic WAN can
only be connected to a VPN connection.

4. After filling out the fields, select Review + Create at the bottom of the page.

5. After validation passes, click Create to create the vWAN.

This process only takes a few minutes to complete.
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Creating a virtual hub and an ExpressRoute Gateway in the vWAN

A virtual hub is a virtual network that vWAN creates and uses. It’s the core of your vWAN network
in a region. It may include VPN and ExpressRoute gateways. You can either create the gateway while
creating a new virtual hub or create the gateway in an existing virtual hub using the edit feature. You
will create an ExpressRoute gateway for your virtual hub in this section.

ExpressRoute gateways are deployed in 2 Gbps increments. One scale unit equals 2 Gbps, with a
maximum of 10 scale units equaling 20 Gbps. It takes roughly 30 minutes for the virtual hub and
gateway to be deployed successfully.

Please note that once the hub is created, you will be accruing charges for it, even if you have not
connected it to any sites.

To create a virtual hub, follow these steps:

1.  Go to the VWAN that you created earlier. Under Connectivity, click on Hubs:

& YWAN-1 2 = X

Hub Hub status Address Space Ragion VPN sites Azure Firowall Point-to-site ExprossRoute crcuits Virtual notwork connectio...

Mo results

support + woubleshaoting

Figure 7.3 — Creating a hub in a VWAN

2. On the Hubs page, select +New Hubs. This will open the Create virtual hub page:

Important note

The hub will be created in the same subscription and resource group where the vWAN is created.
You cannot change this option.
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Create virtual hub

Basics Site to site Point to site ExpressRoute Tags Review + create

A virtual hub is a Microsoft-managed virtual network. The hub contains various service endpoints to enable connectivity from
your on-premises network (vpnsite). Learn more

Project details

IThe hub will be created under the same subscription and resource group as the vWAN.

Subscription ‘ Azure VMware Solutions s |
Resource group GBB-BR! AN |
Virtual Hub Details
Region * ‘ Brazil South ~ |
Name * [t <]
Hub private address space * (D \ 172.250.16.0/23 - |
Virtual hub capacity * (O ‘ 2 Routing Infrastructure Units, 3 Gbps Router, Supports 2000 VMs v |
Hub routing preference * @ [ ExpressRoute M

o Creating a hub with a gateway will take 30 minutes.

‘ Previous ‘ ‘ Next : Site to site > ‘

Figure 7.4 — Hub subscription and resource group

Complete the following fields on the Basic tab:

* Region: The region in which you want to create your virtual hub
* Name: The name you choose for the virtual hub

* Hub private address space: The hub’s address range in CIDR notation. The minimum
address space is /24 to create a hub

* Virtual hub capacity: Select from the dropdown

* Hub routing preference: This field is only available as part of the virtual hub routing
preference preview and can only be viewed in the preview portal

Click on the ExpressRoute tab and click on Yes to agree to create an ExpressRoute gateway.
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5. Select an option for the Gateway Scale Units value from the dropdown list:

Create virtual hub

Basics Sitetosite  Pointtosite [ExpressRoute| Tags Review + create

If you plan to use this hub with ExpressRoutes, you will need to enzble an ExpressRoute gateway before connecting to
ExpressRoute circuits. You can do this after hub creation, but deing it now will save time and reduce the risk of service
interruptions later. Learn more

Do youwant to create an ExpressRoute @I/u

gat

Gateway scale units * I 3 scale units - 6 Gbps W ‘I

@ Cresting a hub with a gateway will take 30 minutes.

Figure 7.5 — ExpressRoute sections

6. Click on Review + Create for the selections to be validated:

Create virtual hub

egon s
Name et
b prvate adresspce wazsns0
apac SPe—
Sttetoste
Sitetoste (N gtevay) Diabied
ot o se
it o ste PN gatena Dot
EresRoute
Sorescate gtenay cnaied
Pa———— 3cle s -6 b
Togs
@ Cesing s i gty i e 30 it
== [Het ] oownload templte o utomaton

Figure 7.6 - Virtual hub validation
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7. Click on Create. This process takes up to 30 minutes to complete.

8. Once the virtual hub has been successfully deployed, you can view the details of the ExpressRoute
gateway that was created during the hub deployment. To see the details, go to the hub and click
on ExpressRoute:

A, hub-1| ExpressRoute  # X
et HUB

Figure 7.7 — ExpressRoute gateway details

Connecting the AVS ExpressRoute circuit to the hub gateway

ExpressRoute Standard or Premium circuits in locations that support ExpressRoute Global Reach
can connect to a VWAN ExpressRoute gateway and use all the vVWAN transit features (VPN-to-VPN,
VPN, and ExpressRoute transit). Now that the gateway has been set up, the AVS ExpressRoute circuit
can connect. ExpressRoute Standard and Premium circuits in locations outside of Global Reach can
connect to Azure resources, but they can't use vYWAN transit features. vVWAN hubs can also be used
with ExpressRoute Local.

To connect the ExpressRoute circuit to the gateway, follow these steps:

1. Login to the Azure portal and go to your AVS deployment.

2. Under Manage, click on Connectivity | ExpressRoute.
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3. Click on + Request an authorization key. Give the key a name and click Create:

Home 5 GBB 8razl-SDDC1-SODC

Availability zone : request an authorization ... x
GBB-Brazil-SDDC1-SDDC | Connectivity =

Nome*
2 search cen «  Blswe O neesn | e | -
@ owenien 4

& aciiylog =

Exprassfoute 1D

Public 1P = Reach  AVS Interconnact

B, Aceess contro 1AM
* g

2 Disgnoss s soloepros

D S — |

Private pesring ID

Settings
o + Reavest an authorization key () Refresh
B s

W Clusters

Name Key

= ety

= Storage (preview)

B piacement polces
+ add-ons

VCenter Server inventory (preview) preme 904691516k deeb-2asi-2955C30c
B2 Viual mackines

0 Resource pooiclusers/hosts

B Templates

D networks

8 Datastorss

Workload Networking

& Segments

Figure 7.8 — Requesting an ExpressRoute authorization key

4.  'When the authorization key is created, copy it to your clipboard. Also, copy the ExpressRoute
ID. You will need that information to connect to the hub gateway.

5. Locate the hub that you created and click on ExpressRoute | + Redeem authorization key.
6. Paste the authorization key that you created earlier into the Authorization Key section.

7. Paste the ExpressRoute ID into the Peer circuit URI section. Click on the check box next to
Automatically associate this ExpressRoute circuit with the hub. Click Add:

e > WWAN-T ) hub-1

Redeem authorization key x
it U

hub-1| ExpressRoute =
A Vsl HUB | Exp

& oete T 1 =
~ esentis e
Gatey st units ¢ 36l s 6 Gops = T T R — o0t " oo e |

L ———————

&F User VPN (Paint tosite]

Manage ExprassRoute cirauis
Al EspressRoute croits in your subSCTption(s) or radesme by autharizstion key &% shawn below. A masimum of  ExpressAoute crey

i onnect circuits) o7 Disconnect crcui s
Routing [ i) & cornea areits) o ectirins O nefresh
® Route Tables [ expresshoute circuit L T4 Provider 4 Peeringlocal
3 erecve Routes Noresuts
Securty

Py

Thid party providers

S Natwork vinual applisnce

Figure 7.9 - Redeeming an ExpressRoute authorization key
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It takes about 10 to 15 minutes for the ExpressRoute circuit to be connected to the hub gateway.

Once the AVS ExpressRoute circuit is connected to the hub gateway, it will appear on the hub page
under Manage ExpressRoute circuits:

Home > hub-1

A hub-1] ExpressRoute % - X
VirtualHUB

O search (Curl+/) « [ Delete gateway

E Overview A Essentials JSON View

Gateway scale units : 3 scale units - 6 Ghps ExpressRoute gateway : i e BO5OCY0MRL: o e O
Connectivity
Metrics
B VPN (Site to site)
Logs
A ExpressRoute
Manage ExpressRoute circuits
A User VPN (Point Lo site) AT g o redeemed by auth key are shown below. A maximum of 8 ExpressRoute circuits per peering location can be associated with each hub, Learn more 7!
authoriza . o i fresh
Routing ~+ Redeem authorization key & s Q ref
B Route Tables [ expresshoute cireuit 7y Type Ty Provider T4 Peeringlocation Ty Circuit bandwidth  T)  Hub connection stat..T, Connection Provisio... T4
B Efective Routes ||:] 1nB0-cust p01 - brazilsoutt OMbps This hub Succeeded
Security

& Azure Firewall and Firewall
Manager
Third party providers

I Network Virtual Appliance

Figure 7.10 — Connected ExpressRoute circuit

You can also see that an ExpressRoute circuit has been connected to the hub from the vVWAN:

& VWAN-T 2 % X
T vinwal wan

Dswainen | « (i baete () Relesh
& Orervien S A Csseniak 150N Visw
@ Actviy log Status + @ Succeeded

Branch-to-branch : Enabled

o Access contrel (1AM)

Subscription virusihubs 51
€ T
Subscription 1D © TeaaSabd-523F-4851.952b-1b63%c 483 Topology
Sertings
9 Tags (e Click here 10 add tags

& Configuration

Hub Hub status Adress Space Region VPN sites Azure Firewl Point-to-site [ErpressRouts creuits | Virtual network conne...
' P 9 P
1l Properties

% hab-1 ® succeeded 172250160723 Brazi South Not deployed h Expressioute cireuits) [Not applicabie
£ Locks olor P

Connactivity
Hubs
VPN sites

User VPN configurations

BoBomo

ExpressRoute circuits

I Virtual network connections

Montor
G Connection manitor

@ Insights

Figure 7.11 - Viewing a connected ExpressRoute circuit status from the vWAN

Changing the size of the gateway

You may need to change the size of the gateway at some point. You may need to do so to increase
(scale up) or decrease (scale down) the throughput.
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To do this, follow these steps:

1. Connect to the hub and, under Connectivity, click on ExpressRoute.
2. Click on the current scale unit next to Gateway scale units.

3. Select the new scale unit from the drop-down list from Edit ExpressRoute Gateway, then
click on Edit:

N1 > b Edit ExpressRoute Gateway X

1| ExpressRoute 2
6

L Peering location 4 Chrcult bandwidth tob

OMbps 1

W Network Virtual Applance

@ Updatig b cantake 30 e o more. ear mors,

=

Figure 7.12 — Changing the size of a gateway

Important note
Updating any components to the hub can take up to 30 minutes to complete.

Deploying Azure Firewall to secure the vWAN

Now that we have a vWAN and a hub, we need to secure it by deploying Azure Firewall. In addition
to securing the vWAN, Azure Firewall will also be used as the default route for all internet traffic from
AVS. It will also be used for traffic inspection.

Prerequisites

The prerequisites for deploying Azure Firewall are:

o A deployed vVWAN
o A deployed hub in the vVWAN



Deploying Azure Firewall to secure the vWAN

Deploying Azure Firewall
The steps are as follows:

1.  On the Overview page of your deployed virtual WAN, click on the hub that you will be
converting into a secure hub:

Home >

& VWAN-1 2 % - x

Virtusl WAN
£ Search (Gl /) « ] Delete () Refresh
S~ Essentils 1SON View

@ Activity log Status @ succeeded

A, Accass control (1AM) h : tnabled
@ Tags
View Tapology

satings Tages tec Click heee to a0 12z
& Configuration
' Hub Hub status Address Space Raglan VP stes Aaure Firewall Polnt-to-site: ExpressRoute circuits  Virual network conne.
1l Properties

Succesded 17225016023 Brazi South - Not deployed - 1 ExpressRoute circuitls]  Not applicable
8 Locks LJ ploy i

Connectiity

g Hubs

i veNsites

A1 User VPN configurations

A ExpressRouts cireuits
Virtus network connections

Manitar

B connection maniter

@ Insights

Automation

ifa Tasks (preview)

&) Expont template

Figure 7.13 - Selecting the hub to be converted

2. On the virtual hub page, you will see that you have two options to deploy Azure Firewall to
the hub. In this example, we will select the Azure Firewall option:

Home > vWAN-1 >

g hub-1 2 - x

4 vinuaiHus

[ £ searen cantep | « & Eaitvinual huo i Delete () Refresh trouter () Reset Hub

~ Essentlals JSOM View
Name huto-1 Routing status : @) Provisioned

Connectivity ' °

Rescurce group N Metrics Vigw in #zurs Manitor

B vPN site to site)

Hub status ed
A ExpressRoute Private address space : 1 60123
&f User VPN (Point ta site) Location + Brazil South
Routing
~  Virtual network connections
@ Route Tables VNt connections: 0
& Erfectve Routes
Security A VPN (Site to site) A User VPN (Point to site) A ExpressRoute A Azure Firewall A Network Virtual Appliance
@ No gateway (Create) @ No gateway (Create) @ Gateway provisioning status: succeeded @ No gateway (Create)

Connected circuits: 1

Third party providers

B Network Virual Appliance

Figure 7.14 — Options to deploy Azure Firewall to the hub
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3. After you make your selection, you will be presented with the option to select the virtual hub
that you will be converting into a secure hub.

4. Select the hub under Select virtual hubs and click Next: Azure Firewall:

Home > YWAN-1 > hub-1

& hub-1| Azure Firewall and Firewall Manager x
frtua

[ Search o

smmwmnmn:l Azure Firewall  Security Partner Provider  Review + confirm
% Ovenview

The abow will be convered o S hubs. Deperding on the provider you select n the net step. there might be an immediate billng impact. Learn more
Connactiaty
B v pretasia Subscriptionts) Azure VMware Solations GoB Sub v
A Bresstons [ HubName 14 VBN Gateway 4 Security Staus o Subscription 4 Resource Group T4 Hub Location . Vietual Wan t
&} User VPN (Foint 10 site) [  ksavs-virtualhub01 @ Unsecured Azure VMware Solutions GBE 5., ksAVS-Network westeurope kzave-ywan01

© Unsecured Azure VMware Solutions GBE .. GBB-BRS-VWAN brazilsouth VWAN-1

g
@ Route Tables
—

i Azure Firewall and Frewall
Manager

Third party providars

5t Network Virtual Apliance

B T |

@ ve geteusy v scunty anar rowidr intogatin

Figure 7.15 - Selecting the virtual hub to be secured

5. From the Azure Firewall tab, make sure Azure Firewall is Enabled. Select the desired Azure
Firewall tier (Standard or Premium).

6. Specify the number of public IP addresses you need for the firewall.

7. The subscription will default to the subscription where the vVWAN is deployed to.

8. Select Default Deny Policy. This policy blocks everything by default, so you will need to create
the policy that you need afterward.

9. Click Next: Security Partner Provider:

-1

@ hub-1] Azure Firewall and Firewall Manager

Routing Avitbilty zone

Select vitual hubs [ AZGTE FRGWAN] - Security Partner Provider

ceured virtual b st haus 8t esst o, 3nd can
Jeo seect None” and ssciate  peicy lter

Review + confirm

providers Voumay

[ED)om0-

e iferenttypas o connactions. o £an chaose to snasle Azure Freuall for this rtul

hub anl sszecits s poliy.

Az Firewal and Fiewall

“Third party providars:

B Network Virteal Applarce

ot s T enmediate g mpact Leam more
[
L i |

[t Sacury Parinr Proviaer =

Figure 7.16 — Azure Firewall option
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10. Make sure that the Security Partner Provider option is set to Disabled. You won't be needing
that for this exercise. Click on Next: Review + confirm.

11. After you see the Validation passed confirmation, click on Confirm:

Home > hub

& hub-1 | Azure Firewall and Firewall Manager

virtual HUB

£ Search (Curlv ) «

Connectivity
B e (site tosite)

A Expresshouts

Al User VPN (Point to site]
Reuting

@ Route Tables

W Effective Routes
Security

o Azure Firswall and Firewall
Manager

Third party providers

S Network Virtual Applance

Select virtual hubs  Azure Firewall

The Virtual Hubs lited balow will be convertad 1o Secur

Azure Firewall
Azure Firewall
i o

Firzwall Felicy

Security Pariner Provider
Security Partner Provider
Security Partner Provider name

HUB NAME

& hub-1

Security Partner Provider  Review + confirm

rewssll it il e 3utomatically deployed 10 ail selected hubs. This ae!

ate billing impact

enabled
Standard
Mane

disabled
[

T HUBLOCATION

braziisouth

Hext

Figure 7.17 — Azure Firewall validation passed

This process can take up to 10 minutes to complete.

12. After the hub has been converted into a secure hub, you can view it on the vVWAN Overview
page. You will notice that the Azure Firewall entry in the table now reads Deployed:

Home > Virtual WANs >

M VWAN-1 2« -

Guernew

@ Actwity log
A Access control (AM)
# Tags

Sottings

& Configuration

Il Froperties
B Lecks
Connectivity
# Hubs

Bl PN sies

&} Userven

A ExpressRoute circuits

<1 Virtual network connections

Monitor

@ insights
Automation
& Tasks (preview)

 Exporttemplate

Subscription 1D : 1caaSal

Tags (ecit] Click here to add 1395
Hubs Hub status
W hub- © Succesded

SON View

St @ soccendeo
o+ Ensble

1

= Topology View Topology,

Address Space Ragion PN sites Azure Firawall Point-to-site  ExpressRoute circuits  Virtual network conne.

172250.180/22 Brazil South

circuits) Mot applicable

Figure 7.18 — Azure Firewall visible in the vWAN
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13. Click on the hub; you will see that Azure Firewall has a green checkbox and reads Secured.

The vWAN is now secured:

& tatviral bt [ Gelete ) Refresh () Resct router () Reset Hub

- Overew

Connectivity

@ Mange scury prvider and rout stting forthis Secured il hubin Azure Firewall Managar —5

~ Essentials

B+ VPN (Site o site) hub-1

BB BAS JWAN Metrics

zure Monito

A Epresshoute

& User VPN (Paint to site) Hub status + @ succesded
Piivate address space : 172.250.16.0/23
Routing
Location Bracil South

® Route Tables

BB Effective Routes A~ Virtual network connections
vNet connections: -
Securtty

o zure Frewsil and Frewal

A Azure Firewall
@ secured

A VPN (Site to site)
@ No gateway (Create)

A~ User VPN (Point to site)
® Mo gateway (Create]

A ExpressRoute
@ Gateway pr

foning status: succeeded
Third party providers
Connected circuits: 1

W Network Virlual Appliance

Security Partner Provider, --

A Network Virtual Appliance
® No gareway (Create)

Figure 7.19 - vWAN is now secured by Azure Firewall

Creating an Azure Firewall policy for the AVS internet

connection

A firewall policy is a set of rules that specify how traffic is sent to one or more secured virtual hubs.

You will now create an empty firewall policy without any rules using the Azure Firewall Manager.

You will add the rules later:

1. From the Azure portal, type firewall manager in the resources, services and docs search

bar and hit Enter on your keyboard.

2. On the Firewall Manager page, select Azure Firewall Policies under the Security section.

Click on + Create Azure Firewall Policy:

Home » Firewall Manager

g Firewall Manager | Azure Firewall Policies =

~+ Creste Azure Firewal Policy] () Refresh () Manage associations - [i Delste

& Search far polides

L Search (Ctrl+/) ®
= Getting Started
| Clear all fiters

subscription ; Azurs VMware Selutions
Deployments

& Virtual Networks Firewall Palicy T4 Location 14 Inherits From T4 Policy Tier

¥ virtual Hubs

¥ appiication Delivery Platforms

wall Policies

B9 Security Partner Pron

@ 0005 Protection Plans

" \Web Apphication Firewall Folicies

Figure 7.20 — Creating an Azure Firewall policy
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On the Create an Azure Firewall Policy page, make sure you have the correct subscription
selected. Create a new resource group or use an existing one.

4. Under Policy details, type in a name for the new policy, then select a region where the policy

6.

will be located. It is recommended to use the same region where the vWAN and the secured
hub are located.

For Policy tier, select Standard or Premium and click on Review + create:

Home > Firew

Create an Azure Firewall Policy

Basics DNSSetings  TlSinspection  Rules IDPS  Threatinteligence  Tags

Define network and appiication level rules for trafic itering across multiple Azure Firewall instan

Project detalls

Subseription *

Policy detalls

Name *

Region *
© pent oy must e inthe same

storzd.

y are shways pricritized above ruls collections that are contained within your new policy.

Parent policy © None

Next  DNS Settings » | Dow|

Figure 7.21 — Creating an Azure Firewall policy

Click on Create after the validation has been successful. This process takes about 5 minutes
to complete.

Adding a rule to the firewall policy

Now that you have a firewall policy, a rule will need to be added to it to make it effective:

1.

NS e » D

From the newly created firewall policy, click on Application rules under Settings. Then, click
on + Add rule collection.

On the Add a rule collection page, type in a name for your rule collection in the Name section.
For Rule collection type, select Application.

For Priority, type 100.

Select Allow for the Rule collection action option.

Select DefaultApplicationRuleCollectionGroup for the Rule collection group option.

Enter a name for the rules in the Name box.
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8. Set the source type to IP Address.

9. For Source, type *. This will ensure that all segments in your AVS environment will be able to
access the internet through the vVWAN.

10. For Protocol, type http, https.

11. Select FQDN for the Destination type option.
12. Type * for Destination.

13. Click Add:

fome > AVS-internet-allow Add a rule collection %
g= AVS-internet-allow | Application rules
v

p~ [ Defaultappicationt

Name * Sourca type Source Protocsl © TLS inspection Destination Type * Destination *
e ) | RS =S [ T s MK Ju-
[Paderes ] [Frorm 1 | [wommpnsa | [ Msinspecion  [raon v ]| - mesenon:

@ mssql: 51 should be enabled in proey mode. This may require additional configuration. Leam mor,

Figure 7.22 — Adding a rule to the Firewall Policy

Associating the Firewall policy with the hub

Now that you have added a rule to the firewall policy, you will need to associate it with the hub for
the rule to be effective:

1. Go to the Firewall Manager page and click on Azure Firewall Policies under Security.
Select the check box for the policy you created earlier.

Select Manage associations and click on Associate hubs.

Ll

Select the check box next to your hub.
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5. Click Add:

Home > Firewall Manager

e= Firewall Manager | Azure Firewall Policies

Avs-intemet-aliow

Secure hubs with Azure Firewall Policy - AVS-internet-allow x

The selacted hubs wil be converted to Sscured Virtual Hubs. Grayed out hubs might be in a faled state and neads to be recoverad first using Azure Virtual WAN Ul

) + Create Azure FirewallFolicy () Refrosh (3 Man
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= Getting Started
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=, Application Delivery Platforms .
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Securty
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Figure 7.21 — Associating a firewall policy with a hub

Routing the AVS traffic to the vWAN hub

You need to ensure that the internet traffic gets routed through Azure Firewall. Follow these steps

to do so:

1. From the Firewall Manager page, select Virtual hubs.

2. Select the hub you created earlier:

Home > Firewall Manager

" Firewall Manager | Virtual Hubs = -

O Search (Cirl+/) «

" Gettng Started

Deployments

& inusl Networks

. Virtusi Hubs

= g

Security

B azure Firewal Folicies

x
+ Create new secured vitual hub (1) Refresh () Manage security
[ Searchforrubsbyname | Cesrallficers susscipton : Asure Vidware Solutions %
Name 4 Aaure firewall policy . Firewall name 4 Resource group T, Location 1y Securlty parinerprovider Ty  Securiy partner status "N
[- bt @ avs-intemet-slion @ Azureirewall_hub-1 simrm— braziscuth ]

Figure 7.22 — Routing AVS traffic through the firewall
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3. Select Security configuration under Settings on the hub page.

4.  Under Internet traffic, select Azure Firewall. (Optionally, you can do the same for Private traffic.)
5. Click Save.
6

Click OK on the pop-up screen.

This process will take a few minutes to complete:

Home > Firewall Manager > hub-1

Manage ntemet and pr for ot ity ; or must

® togs O Retresn & Securememet e £ R emet atcsecurty 83
[] connecrions 7 INTERNET TRAFFIC 2 PRIVATE TRAFFIC 74 CONNECTION TYPE 74 ROUTING TABLE T4
[ A ExRConnection-braisouth- 1654827265065 © nseared © unseared Express Route detaut

Figure 7.23 — Routing AVS traffic through the firewall

Important note

In a production environment, this action should be done during a change control window as
it will route all traffic from your AVS environment to the internet with Azure Firewall as your
next hop from the ExpressRoute gateway.

Notice that, under the CONNECTIONS section, INTERNET TRAFFIC is Unsecured. Once the
process has been completed, you will notice that the connection status will be Secured:

Home > Firewall Manager > hub-1
o, hub-1 | Security configuration x
A Firenll Mansger

ty. Updates wil apgly globaly to al connections.

Settings

e et
8 Sty provirs - [Bypos e remal | e i protes

@ Security configuration

zure Firevll @ Creste confioure s menag network connectons on i Secured vl Hub in AZure Vifsl WEN,
B Public P configuration
Manage internet and prvate secuity canfiguratian fr hub connections.Interet security configuration can be updatad selectively for indiidual connectians. Private tstic ecurity config

. uratian must collectively secure alljnc connections.
Diagnostic settings

@ Logs O Refresh

[] conneerions *. TRYERNET TRATFIC 71 PRIVATE TRAFFIC 7. CONNECTION TYPE 14 ROUTING TABLE 4
[ A BRConnection-brazitsouth-1654827265065 @ Secured by Azure Firews! © Unsecures Express Route default

Figure 7.24 - Internet traffic secured by Azure Firewall
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Now that you have finished routing all the traffic through the vWAN hub, you can test the process
from any virtual machine in your AVS environment.

You also have the option of viewing all the routes that are being routed through the vVWAN hub:

1. In the hub, click on Effective Routes under Routing.
2. Under Choose route tables, select Default. The first 100 effective routes will be displayed.

You will now see all the segments from AVS plus the management address CIDR broken up into
different networks:

Home > vWAN-1 > hub-1

hub-1| Effective Routes  # - X
Virtual HUB
W Overview

Choose route tables

Connectivity [ Route Tables v

Route Table

B¢ VPN (site to site)
EE fault ~ I

A ExpressRoute

Prefix Next Hop Type Next Hop Origin AS path
A& User VPN (Point to site)
0.0.0.0/0 Azure Firewall AzureFirewall_hub-1 defaultRouteTable
100.12.0/24 B 2b54397b8a59¢e39d642  461666be2b54397bBa5Ice3! 1207612076
®_Route Tables 10.0.14.0/24 2 b54397b8a59ce39d642  f461666be2b54397b8a5ce3! 12076-12076
172.17.00/24 B 2b54397b8a59ce39d642  1461666be2b54397bBa59ce3! 12076-12076
Security 10.1.0.0/24 2b54397b8a59ce30d642  461666be2b54397b8a59ce3! 1207612076
@ Azure Firewall and Firewall 172.16.0.0/24 2 2b54397b8a59ce39d642  461666be2b54397bBa5Ice3! 12076-12076
Hanager 172.16.0.0/23 B b54397b8a59ce39d642  {461666be2b54397bBa5Tce3! 12076-12076
Third party providers 192.168.50.0/24 2b54397b8a59ce390642  £461666be2b54397b8a59¢ce3! 12076-12076
B Network Virtual Appliance 10.500.0/26 B 2b54397b8a59ce39d642  f461666be2b54397b8a59ce3 12076-398656
10.50.0.64/26 2 b54397b8a59ce39d642  f461666be2b54397b8a5Tce3! 12076-398656
10.50.2.0/25 B b54397b8a59ce39d642  {461666be2b54397bBa5Tce3! 12076-398656
10.50.1.0/25 2b54397b8a 4642  f4616660e2b54397b8a59¢e3! 12076-398656
10.50.1.128/25 2 2b54397b8a59ce39d642  461666be2b54397bBa5Ice3! 12076-398656
10.50.0.192/32 B b54397b8a59ce39d642  {461666be2b54397bBa5Tce3! 12076-398656
10.503.0/26 2b54397b8a59ce30d642  461666be2bS4397bBa5Ice3! 12076-398656
192.168.246.0/25 2b54397b8a 4642  f4616660e2b54397b8a59¢e3! 12076-398656

Figure 7.25 - Effective routes

Securing your internet traffic is very important as it provides you with a secure environment to operate
in. You can take additional steps to ensure that traffic to and from your environment is safe. Some
other steps include adding a web application firewall to filter your inbound application traffic and
additional outbound web filtering so that only allowed websites are browsed from your environment.
Each environment is different and configured differently but ensure that security is always the center
of your architecture.
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Summary

This chapter focused on securing the internet traffic from your AVS environment. While there are
multiple options for doing so, the focus was on using a secured virtual WAN to secure the internet traffic.

Using a VWAN is one of the most common scenarios that customers use. Many customers already
have a vVWAN in their Azure environment and creating a new connection from the AVS environment
is very straightforward.

You learned how to configure the different elements of a virtual WAN and how to make it secure
using Azure Firewall.

In the next chapter, we will focus on implementing a network virtual appliance (NVA) for internet
traffic inspection for your AVS environment. You will learn some critical reasons to ensure the traffic
is inspected. You will also learn how to deploy and configure an Azure Route Server to integrate with
the virtual network appliance.
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When switching to the AVS, customers may want to preserve operational continuity with their existing
third-party networking and security solutions (AVS). The communication mechanism has nothing to
do with the NSX-T Service Insertion/Network Introspection certification process for vSphere or AVS,
and third-party platforms may include products from Cisco, Juniper, Palo Alto Networks, and others.

In this chapter, we will take a closer look at the following topics:
 Internet consideration design options for AVS
o Implementing an NVA solution for traffic inspection

o Configuring the Route Server peering

At the time of writing, there are three main ways to provide inbound internet access to resources in
your AVS environment and to create outbound access to the internet from AVS.

Those three options are the following:
« An existing internet service hosted in Azure

o Source Network Address Translation (SNAT) managed from AVS
o A public IP to the AVS NSX Edge

Internet consideration design options for AVS

There are many ways to create a default route in Azure and deliver it to your AVS environment. See
the following choices:

o A third-party NVA in a native Azure virtual network coupled with an Azure Route Server
o A vWAN hub with an Azure firewall
o A default route from the customer on-premises environment transferred to AVS over Global Reach

« A third-party NVA in a vWAN hub-and-spoke Virtual Network configuration
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Any of these patterns may be used to provide an outbound SNAT service, giving you the ability to
choose which sources are permitted to leave the network, to see connection records, and, for certain
services, to do further traffic inspection.

The same service can use an Azure Public IP and generate an incoming Destination Network Address
Translation (DNAT) that points to targets in AVS.

It is also possible to create a system that uses many routes for internet traffic — one for incoming
DNAT and another for outgoing SNAT, such as a third-party security NVA (such as a third-party
load balancer NVA using SNAT pools for return traffic).

SNAT managed from AVS

An easy solution for outbound internet connectivity from an Azure VMware Solution private cloud
is provided through a managed SNAT service. These are some of the features of this service:

o A SNAT gateway will provide all workload networks with instant outward connectivity to the
internet when the radio button on the Internet Connectivity tab is selected

o All sources that access the SNAT service are permitted; there is no control over SNAT regulations
o No access to the connection logs

o Up to 128,000 simultaneous outbound connections are supported using two public IPs that
are cycled

o The AVS Managed SNAT does not support inbound DNAT

Public IP to the AVS NSX Edge

This option sends an allotted Azure Public IP straight to the NSX Edge for use. It enables AVS to
immediately apply and use public network addresses in NSX as necessary. The following connection
types use these addresses:

o Inbound DNAT
o Outbound SNAT
o Load balancing using VMware AVI third-party NVAs

o Applications directly connected to a workload VM interface

With this choice, you may also establish a DMZ within AVS by configuring the public address on an
NVA from a different vendor.
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The included features are as follows:

Scale: If an application needs more than the soft limit of 64 public IPs, 1,000s of additional
public IPs may be requested and provided.

Flexibility: You may use a Public IP anywhere in the NSX environment. On load balancers
such as VMware’s AVI or third-party NVAs, it may be utilized to offer SNAT or DNAT. It
may also be applied to VMware segments, standalone VMs, or third-party network virtual
security appliances.

Regionality: Only the nearby SDDC’s Public IP address may access the NSX Edge. They can
both have a local exit if you have two or more AVS private clouds linked and have a Public IP
set up. It is considerably simpler to direct traffic locally for a multi-private cloud in scattered
regions with a local exit to internet intents than to attempt to manage default route propagation
for a security or SNAT service hosted in Azure.

Some considerations for which option you choose to utilize

The following factors determine the choice you make:

You're using an Azure native solution and configuring a default route from Azure to your AVS
environment that inspects all internet traffic.

You have two alternatives if you need to operate a third-party NVA to meet the current criteria
for security inspection. You may use the default route technique to run your Public IP in Azure
natively, or you can use the Public IP to NSX edge approach in AVS.

The number of Public IPs that may be assigned to an NVA operating in native Azure or
configured on an Azure Firewall is scaled. The Public IP to NSX edge option enables larger
allocations (1,000s versus 100s).

It might not be easy to match an AVS private cloud with an Azure security service when using
numerous AVSs in different Azure regions that need to connect to the internet. This challenge
stems from the way an Azure default route operates. For a localized exit to the internet from
each private cloud in its local area, connect a Public IP to the NSX.
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Implementing an NVA solution for traffic inspection

The NVA solution will need to have an Azure Route Server deployed in the same Azure virtual network.
This is because an NVA cannot communicate directly with the Azure ExpressRoute gateway that is
also needed for this solution to work. The following is a high-level architecture of the solution that
will be detailed in this section:

Third-party NVA in the Hub Vnet inspecting traffic between AVS and Internet

';-n—. _'
0.000/0 > > Arure VMware Solution to [from On-premises.

Internet 4 Azure Viware Solution to Internet (outbound)

ﬁ ! N < Intarnet (inbound) te Arure VMware Solution (L4/TCP/UDP)
. . ! * Gereeeer Internet (nbound) to Arire VMwars Solution (L7/HTTR(s})
5 ! D-MSEE Dedicated Microsoft Enterprise Edge Routers
Rouk R L7/HTTP(s)
inbound

—
o es TraMic crossing MSEE or between MSEE and 0-MSEE
—+N

L4/TCP/uUDP
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B
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10.0.0.0/0 to AVS | EeSNElSsE SRSy
I
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Address Block for Fort Meroreg
Private Coud Lo Baryy
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Figure 8.1 - Third-party NVA in the hub VNet inspecting AVS internet traffic

Figure 8. I shows the Route Server, the ExpressRoute gateway, and the NVA in the same virtual network.
However, the NVA can be in a different virtual network if you need it to be.

We will now walk through the steps for creating and configuring an Azure Route Server and a Quagga
network virtual appliance.
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Prerequisites

The prerequisites are as follows:

o An Azure subscription

« Minimum contributor access in the Azure subscription

Creating a virtual network

A virtual network is needed to deploy both the Azure Router Server and the Quagga NVA. A dedicated
subnet is needed for each component:

1. Loginto your Azure portal and click on + Create a resource. Then, in the search box, type in
virtual network and press Enter on your keyboard:

Home >

Create a resource

Get Started

Recently created
Categories

Al + Machine Learning
Analytics

Blockchain

Compute

Containers

Databases

Develaper Tools
DevOps

Identity

Integration

Internet of Things

IT & Management Tools
Media

Migration

Mixed Reality
Monitoring & Diagnostics
Networking

Security

2. Select Create.

[5 irtaat netword_ |

Popular Azure services See more in Al services

Virtual machine

Create | Learn more

Kubernetes Service
Create | Docs | MS Learn

Azure Cosmos DB
Create | Docs | MS Learn

Function App

Create | Docs

SQL Database
Create | Docs | MS Learn

Storage account
Create | Docs | MS Learn

DevOps Starter
Create | Docs | MS Learn

Web App
Create | Docs | MS Learn

A5 EOBNED

g
# Getting Started? Try our Quickstart center

Popular Marketplace products See more in Marketplace

Figure 8.2 - Virtual network creation

Windows Server 2019 Datacenter

Create | Learn more

Ubuntu Server 20.04 LTS

Create | Learn more

Windows 10 Pro, version 20H2
Create | Learn more

Ubuntu Server 18.04 LTS

Create | Learn more

Free 100
Set up + subscribe | Learn more

Elastic Cloud - Pay as you Go
Set up + subscribe | Learn more

StartStopV2
Create | Learn more

Single VM
Create | Learn more

Azure CLI packaged by Bitnami
Create | Learn more
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3. Provide the following information on the Basics tab, then select Next: IP Address >:

Settings Value

Subscription Select the subscription that you will be using for
this deployment

Resource Group Select an existing resource group or create a new one

Name Enter a name for the virtual network

Region Select a region for which you will be deploying the
virtual network - for example, Brazil South

Table 8.1 - Virtual network Basics tab settings

Refer to the following screenshot for this step:

Home > Create a resource > Marketplace > Virtual network >

Create virtual network

Basics  |P Addresses Security Tags Review + create

Azure Virtual Network (VNet) is the fundamental building bleck for your private network in Azure. VNet enables many types of
Azure resources, such as Azure Virtual Machines (VM), to securely communicate with each other, the internet, and on-premises
networks. VNet is similar to a traditional network that you'd operate in your own data center, but brings with it additional
benefits of Azure's infrastructure such as scale, availability, and isolaticn. Learn more about virtual network

Project details

Subscription * (@ I Azure VMware Solutions I N |

L

Resource group * O I (New) NVA-RG I ~ |

Create new

Instance details

Name * I Hub-VNet I v |

Region * I Brazil South I ~ |

| < Previous | I Next : IP Addresses > I Download a template for automation

Figure 8.3 - Virtual network Basics tab information
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4.  On the IP Address tab, configure the virtual network address space as desired - for example,
172.16.0.0/16. You will then need to create the individual subnets for each component.
Remember that the Route Server and the ExpressRoute gateway need to be in their own subnets.
You should also put the NVA in its own subnet.

5. Click on + Add subnet and enter a name for the subnet and fill out the subnet address range:

Important note

RouteServerSubnet must be named as it is here.

Home > Create a resource >

Marketplace > Virtual network

Create virtual network

Basics  |P Addresses

Tags  Review + creste

The virtual network's address space, specified 35 one or more address prefixes in CIDR notation (e.g, 192,168.1.0/24),

1Pv4 acidress space

| REEALI

[ Ada 16 adavess space. @

The subnet's address range in CIDR notation (2.g. 192.168.1.0/24). It must be contained by the address space of the virtual

netwaork

Subnet name

Subnet address range AT gateway

This virtual network doesn't have any subnets.

) This virtustnebwork dosst have any subrets

W use of a NaT gateway is recommanded for outbound intemat acoess from a subnet vou can deploy & MAT gateway #nd assign 1o

= subnet after you create the vintua! network. Leam mars

6. Click Add.

7. Repeat the steps shown in Figure 8.4 for each new subnet:

< Previous Next : Security > Download a template for automation

Figure 8.4 - Creating a new subnet

Add subnet *

Subnel name %

10 Adaresses)

NAT GATEWAY

Simplify connectivity to the intemet using a
network address 2y, Cutbound
ithout 2 load balancer ar

NAT gateway

None ~

SERVICE ENDPOINTS

int pelicies t show waffic to
25 from your virtual network
ever senvice endipaints. Leam mare

Services @

Subnet Name

Subnet Address Range

RouteServerSubnet

172.16.1.0/25

GatewaySubnet

172.16.2.0/24

NVASubnet

172.16.3.0/24

Subnetl

172.16.4.0/24

Subnet2

172.16.5.0/24

Table 8.2 - Subnet details

159



160 Inspecting Traffic for AVS

8.  After the new subnets have been created, click on Review + create. Optionally, you can choose
to create a firewall, a bastion host, or enabled DDoS protection:

Create virtual network

Basics IP Addresses  Security Tags Review + create
The virtual network's address space, specified as one or more address prefixes in CIDR notation {e.g. 192.168.1.0/24).

IPv4 address space

[ 1721600718 v @

D Add IPv6 address space @

The subnet's address range in CIDR notation (e.g. 192.168.1.0/24). It must be contained by the address space of the virtual
network,

+ Add subnet I;H‘ Remove subnet

D Subnet name Subnet address range MNAT gateway
D RouteServerSubnet 172.16.1.0/25 -
(] catewaysubnet 172.16.2.0/24 -
D NVASubnet 172.16.3.0/24 -
(] subnett 172.16.4.0/24 -
[ subnet2 172.16.5.0/24 -

o Use of a NAT gateway is recommended for outbound internet access from a subnet. You can deploy a NAT gateway and assign it to

Figure 8.5 - New subnets created

9.  Wait for the validation to pass and then click on Create. Wait for the deployment to be completed
and then go to the next steps:
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Create virtual network

@ \validation passed

Basics IP Addresses Security Tags Review + create

Basics

Subscription Azure VMware Solutions GBE Sub
Resource group (new) NVA-RG

Name Hub-VMet

Region Brazil South

IP addresses

Address space 172.16.0.0/16

Subnet RouteServerSubnet (172.16.1.0/25).GatewaySubnet (172.16.2.0/24).NVASubnet
(172.16.3.0/24),Subnet1 (172.16.4.0/24),5ubnet2 (172.16.5.0/24)

Tags

MNone

Security

BastionHost Disabled
DDoS protection plan Basic
Firewall Disabled

m | < Previous | | Next > | Download a template for automation

Figure 8.6 —- Completing VNet creation

Important note

Please note that, as a best practice, the Azure Route Server and the Quagga NVA should be
created in the same virtual network as the existing ExpressRoute Gateway that is already
connected to the AVS ExpressRoute circuit.
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Deploying an Azure Route Server

You will now create the Azure Route Server. This Azure Route Server will be used to communicate
with the NVA and the ExpressRoute gateway using a BGP peering connection:

1. Loginto your Azure portal and click on + Create a resource. Then, in the search box, type in
route server and press Enter on your keyboard.

2. Click on Create.

Settings Value

Select the same subscription that the

Subscription ) )
P virtual network was created earlier

Select an existing resource group or
Resource Group create a new oneg S

Enter a name for the Route Server — for

Name
example, myRouterServer

Select the same region you created
Region the virtual network in - for example,
Brazil South

Select the virtual network you created

Virtual network
trual networ earlier - that is, Hub-VNet

Select the RouteServerSubnet

Subnet
ubne (172.16.1.0/25) you created earlier

Select an existing Standard public IP or
Public IP address create a new one that will be used with
the Route Server

On the Create a Route Server page, select or enter the following information:

Table 8.3 - Route Server deployment
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3. Click on Review + create:

Create a Route Server

Project details

Subscription * ‘ Azure VMware Solut

ons ~ ‘

L

Resource group * ‘ (Mew) myRouteServer-RG S ‘

Create new

Instance details

Mame * ‘ LabRouteServer v ‘

Region * ‘ Brazil South v ‘

Configure virtual networks

Virtual network * (O ‘ Hub-VNet v ‘
Create new

Subnet * @ ‘ RouteServerSubnet (

172.16.1.0/25) v |

Manage subnet config

Public IP address

uration

Public IP address * (D) @ Create new O Use existing

Public IP address name * ‘ myRouterServer-ip '
Public IP address SKU Standard

Assignment ':' Dynamic ‘él Static

B ErTa

ownload a template for automation

Figure 8.7 — Route Server deployment

4. Wait for validation to pass and then click on

Deploying a Quagga using an NVA

You have the option to use the NVA that you are most

Create.

comfortable and familiar with. I will be deploying

a Quagga NVA that will be configured on a Linux VM:

1. From your Azure portal, select + Create a resource. Then, type virtual machine in the

search box. Press Enter.
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2. On the Basics tab, select or enter the following information as outlined. Make sure to use a
strong password for the VM:

Settings

Value

Subscription

Select the same subscription that you deployed the
virtual network with previously

Resource group

Select the existing resource group - that
is, myRouteServer-RG

Virtual machine name

Enter the name Quagga

Region Select the Brazil South region
Availability option No infrastructure redundancy required
Security type Standard

Image Select Ubuntu 18.04 LTS - Gen 2

Azure Spot instance

Leave unchecked

Size Select Standard_B2s - 2vcpus, 4GiB memory
Authentication type Select Password

Username Enter azureuser

Password Enter and confirm the password of your choosing

Public inbound ports

Select Allow selected ports

Select inbound ports

Select SSH (22)

Table 8.4 — Network virtual appliance deployment

3. Click Next: Disks >:

Confirm password * (@

Inbound port rules

Select which virtual machine network ports are accessible from the public internet. You can specify more limited or granular
network access on the Networking tab.

Public inbound ports * ()

Select inbound ports *

O None

@ Allow selected ports

[sshez)

A\ This will allow all IP addresses to access your virtual machine. This is only
recommended for testing. Use the Advanced controls in the Networking tab to
create rules to limit inbound traffic to known IP addresses.

|| Next: Disks ~

Figure 8.8 — Network virtual appliance deployment
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4. On the Disks tab, accept the defaults and click on Next: Networking >:

Create a virtual machine

Basics Networking Management Advanced Tags Review + create

Azure WMs have one operating system disk and a temporary disk for short-term storage. You can attach additional data disks.
The size of the VM determines the type of storage you can use and the number of data disks allowed. Learn mare o

Disk options

0S disk type * @ | Premium S5O (locally-redundant storage) A%
Delete with v (@

Encryption at host (@ O

o Encryption at host is not registered for the selected subscription. Learn more about enabling this feature &7

Encryption type * | (Default) Encryption at-rest with a platform-managed key e

Enable Ultra Disk compatibility © O

Data disks for Quagga

You can add and configure additional data disks for your virtual machine or attach existing disks. This VM also comes with a
temporary disk.

LUN MName Size (GIB) Disk type Host caching Delete with VM (@

Create and attach a new disk Attach an existing disk

~  Advanced

| < Previous || Next : Networking > |

Figure 8.9 — Network virtual appliance — Disks tab
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5. On the Networking tab, select the virtual network that was created earlier (Hub-VNet) and then
select the NVASubnet that was also created earlier. Accept the defaults for the other settings
and then click on Review + create:

Create a virtual machine

Learn more &'

Network interface

When creating a virtual machine, a network interface will be created for you.

Virtual network * (@ | Hub-vNet | 7 |
Create new
subnet* (@ | NvAsubnet (172.16.3.0/24] v |

Manage subnet configuration

PublicIP (& | (new) Quagga-ip v |
Create new

NIC network security group (@ O Mone
@ Basic
O Advanced

Public inbound ports * (@ O None

@ Allow selected ports

Select inbound ports * | SSH {22) N

A This will allow all IP addresses to access your virtual machine. This is only
recommended for testing. Use the Advanced controls in the Networking tab to
create rules to limit inbound traffic to known IP addresses.

Delete public IP and NIC when VM is
deleted @

Accelerated networking (@
The selected VM size does not support accelerated networking.

Load balancing

Review + create | < Previous H Next : Management > |

Figure 8.10 - Network virtual appliance network tab

6. Click Create after the validation has passed. The deployment will take about 10 minutes
to complete.



Implementing an NVA solution for traffic inspection

7. After the VM has been deployed, go to the Networking settings of the VM and select the

network interface:

@& Quagga | Networking  #

Virtual machine

2 Search (Cirl+) < & Attach network interf

B overview

nterface ,Q\j Feedback
quagga841

Activity log P configuration (@

ipconfigl (Primary) N ‘

@ Network Interface:Jquaggas4l

Virtual network/subnet: Hub-VNet/NVASubnet

Ao, Access control (IAM)

€ Tags Troubleshoot VM connection issues

NIC Private IP: 172.16.3.4

Effective security rules

&2 Diagnose and solve problems NIC Public IP: 20.226.48.46

Settings

Inbound port rules  Outbound port rules Application security groups Load balancing
& Networking

@ Network secu rity group Quagga-nsg (attached to network interface: quagga841)
& connect Impacts 0 subnets, 1 network interfaces
8 Disks Priority Name Port
B size 300 A ssH 22
Q' microsoft Defender for Cloud 65000 AllovwnetinBound Any
@ Aduvisor recommendations 65001 AllowAzureLoadBalancerinBound Any
i Extensions + applications 65500 Denyallingound Any
% Continuous delivery

Figure 8.11 — Network interface of the NVAVM

8. Under Settings, select IP configuration and then select ipconfigl:

B quaggad4l | IP configurations  *

Network interface

P Search (Ctrl+/) <

& Overview

+ add save X Discard () Refrash

IP forwarding settings

Activity log 1P forwarding & enabled)

A Access control (IAM)

Topology
Accelerated networking: Disabled

Protocol

Virtual network Hub-VNet
Tags
¢ T IP configurations
Settings Subnet * NVASubnet (172.16.3.0/24)

B IPc rations

‘/D search IP configurations

B2 DNS servers

Name IP Version Type Private IP address Public IP address

@ Network security group
ipconfigl IPv4 Primary 172.16.3.4 (Dynamic)

il Pproperties

B Locks

Figure 8.12 — IP configuration option

20.226.48.46 (Quagga-ip)

Take note of the private and public IP addresses for the VM. You will need those in the next steps.

9. Using PuTTY, connect to the VM using the public IP address and the credentials you used
when you created the VM. (PuTTY is an SSH and telnet client, developed originally by Simon
Tatham for the Windows platform. PuTTY is open source software that is available with source

code and is developed and supported by a group of volunteers.)
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10. Once you have logged in, enter sudo su to switch to superuser mode. You will need to copy
the script located at https://raw.githubusercontent.com/Azure/azure-
quickstart-templates/master/quickstarts/microsoft.network/
route-server-quagga/scripts/quaggadeploy. sh and paste it into the PuTTY
session. Please make sure that you modify the script based on your configuration. The script
will configure the network virtual appliance along with other network settings.

Configuring the Route Server peering
The steps are as follows:

1. Go to the Azure Route Server you created earlier.

2. Under Settings, select Peers and select + Add to add a new peer:

'|I! LabRouteServer | Peers

Route Server
B Search (Ctrl+/) | < b oadd| (O Refresh
Overview |:| Name
Activity log Mo results

Access control (LAM)

© Y O @

Tags

B Configuration
ill Peers
I|I

Properties

B Locks
Figure 8.13 — Adding a Route Server peer

3. Onthe Add Peer page, enter the following information, and then click on Add to save the changes:

Setting Value
Name Use Quagga as the name.
ASN Enter the ASN of the Quagga NVA. It is 65001.

Enter the private IP address of the Quagga NVA

Ipv4 Add
pv ress virtual machine.

Table 8.5 — Adding a peer to the Route Server for the NVA VM


https://raw.githubusercontent.com/Azure/azure-quickstart-templates/master/quickstarts/microsoft.network/route-server-quagga/scripts/quaggadeploy.sh
https://raw.githubusercontent.com/Azure/azure-quickstart-templates/master/quickstarts/microsoft.network/route-server-quagga/scripts/quaggadeploy.sh
https://raw.githubusercontent.com/Azure/azure-quickstart-templates/master/quickstarts/microsoft.network/route-server-quagga/scripts/quaggadeploy.sh

Configuring the Route Server peering

The screenshot for reference is as follows:

Add Peer

MName *

| Quagga

ASN* (@

| 65001

IPv4 Address *

[ 172.16.34

e

Figure 8.14 — Route Server peering information

After the peering has been added to the Route Server, you should see it in the Peers section of the

Router Server:

i LabRouteServer | Peers #

Route Server

|P Search (Ctrl+/) ‘ « + add () Refresh
@ Overview [ Name 1ty ASN 1ty IPv4 Address 14 Provisioning State
Activity log I D Quagga 65001 172.16.3.4 Succeeded I

Ao Access control (IAM)
(] Tags

Settings

& Configuration

Il properties

B Locks

Figure 8.15 — Route Server new peering information

Now that the Route Server is in place and peering has been configured to the Quagga NVA, let’s look

at the learned routes.
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Checking the learned routes on the Route Server and the Quagga
NVA

You can check the routes that have been learned by the Route Server by using the following
PowerShell command:

$routes = @f{

RouteServerName = 'LabRouteServer'

ResourceGroupName = 'myRouteServer-RG'

PeerName = 'Quagga'’'
Get-AzRouteServerPeerLearnedRoute @routes | ft

Please note that you may need to installthe
Az .Network PowerShell module in order to use the
Get-AzRouteServerPeerLearnedRoute command-let.

Adjust the command to suit your environment.

The output should look like this:

PS /home/kevin> $routes
RouteServerName =
ResourceGroupName
Peerhllame =

PS /home/kevin> Get-AzRouteServerPeerLearnedRoute @routes | ft

LocalAddress Network NextHop SourcePeer Origin AsPath keight

172.188. e L
172.168. 172.16.3.
172.168. 172.16.3.
172.1e8. 172.16.3.
172.188. 172.16.3.
172.1e8. 172.16.3.

(R Y N WV Y
(WX R W VT

98}
98}

Figure 8.16 — Route Server new peering information

172.16.1.5 and .4 are the IP addresses of the Route Server. The next hop IP address is that of
the Quagga NVA.

To check the routes learned by the Quagga NVA, you will need to log into the NVA by using PuTTY. Use
the public IP from the Quagga VM and log in using the username and password that was created earlier.
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Once you have logged in, type vtysh and then enter show ip bgp. The output should look like this:

Figure 8.17 — Quagga NVA learned routes

The IP address of 172.16.0.0 is the network where we have all the devices configured. The next hop
IP address is that of the Route Server.

The IP address of 10.50.0.0 is that of the AVS management network. Now, we can see that traffic from
the AVS environment is routed to the Quagga NVA from the Azure Route Server.
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With the preceding configuration, the default route to the internet from the AVS environment will be
through the Quagga NVA. Since every customer is unique, you must configure the security requirements
on the NVA as needed. As I mentioned earlier in this chapter, there are many solutions that customers
can use to do traffic inspection of both their internet ingress and egress traffic.

Summary

In this chapter, we looked at how you can use an NVA (located in your Azure native environment) to
inspect all traffic to and from the internet to AVS. We used the Quagga NVA in this chapter for traffic
inspection, but you can use any third-party NVA.

You learned how to do the following:

o Integrate AVS with your Azure environment while utilizing your existing security solutions.
This seamless approach works without introducing new solutions or technologies that are
intended to protect your AVS environment.

o Deploy and configure an Azure Route Server, which is used to redirect traffic between your
existing ExpressRoute Gateway and your virtual network appliance.

« Deploy and configure a Quagga NVA to integrate with your ExpressRoute Gateway and the
Azure Route Server.

o View the learned routes on the Quagga NVA and the Azure Route Server.

In the next chapter, we will learn how to add additional storage to the AVS data store without adding
additional nodes. We will look at the need to expand the data store and the different options to do so.
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You can use Azure Storage resources to extend the storage capabilities of your private clouds. AVS
provides a native, cluster-wide storage solution using VMware vSAN. The local storage from each
host in a cluster is utilized in a vSAN data store, and data-at-rest encryption is enabled by default. To
date, the VSAN storage is the fastest storage available in Azure today.

An all-flash VMware vSAN software-defined storage system is used as the storage in the AVS hyper-
converged vSphere cluster. When utilizing AVS, the sophisticated software-defined storage solution
VSAN offers provides several fantastic benefits.

Throughout this chapter, we will look at the following areas regarding AVS storage:

« VSAN clusters
o Fault tolerance and storage policies
 Configuring a storage policy

o Azure NetApp Files

Each cluster host’s local storage is claimed as a component of a vSAN data store. With a raw, per host,
SSD-based capacity of 15.4 TB, all disk groups employ an NVMe cache layer of 1.6 TB. The per-host
capacity multiplied by the number of hosts determines the size of a cluster’s raw capacity tier. For
instance, the vSAN capacity tier offers 61.6 TB of raw capacity for a cluster of four hosts.

When a customer is doing a sizing exercise to determine the number of AVS nodes needed to accommodate
their workload, it is crucial to ensure the number of hosts will accommodate the required storage.

Every data store is built as part of the AVS deployment and is instantly usable. In the cluster-wide
vSAN data store, local storage in cluster hosts is used. These vVSAN rights are available for usage by the
cloudadmin user and all other users allocated to the CloudAdmin role to administer data stores:

e Datastore.DeleteFile

e Datastore.FileManagement
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e Datastore.UpdateVirtualMachineMetadata
¢ Datastore.AllocateSpace
e Datastore.Browse

e Datastore.Config

Important note

You can’t change the name of data stores or clusters once they have been deployed.

Understanding the storage policies and fault tolerance available in AVS is imperative. In the next
section, we will look at the different options available in the solution.

Fault tolerance and storage policies

RAID-1 (Mirroring) FTT-1 is the default storage policy, while thin provisioning is the object space
reservation setting. The cluster will continue using this default storage policy unless it is changed, or
a new policy is applied.

( 7
Important note

You could see a VM storage policy named vSAN Default Storage Policy with Object Space
Reservation set to thick provisioning when you log in to the vSphere Client. Please note that
the cluster does not use this as its default storage policy. This rule is still in effect for historical
reasons, although thin provisioning will soon replace it.

The Microsoft vSAN Management Storage Policy is used by all of the software-defined data
center (SDDC) management VMs (vCenter, NSX manager, NSX controller, NSX edges, and
others), with Object Space Reservation set to thick provisioning.

Configuring a storage policy

VMware vSAN storage policies determine your virtual machines’ storage needs. Because they control
how storage is assigned to the VM, these rules provide the necessary level of service for your virtual
machines. At least one VM storage policy is given to each VM deployed to a vSAN data store.

When a VM is first deployed or whenever you do additional VM activities, such as cloning or migrating,
you may set a VM storage policy. cloudadmin users or other roles cannot change the default storage
policy for a VM with equal privileges after deployment. Changes to the VM storage policy per disk
are allowed, nevertheless.
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The Run command enables authorized users to modify the pre-existing or default VM storage policy
to a different policy that is accessible for a VM after deployment. The disk-level VM storage policy

remains unchanged. You may always modify the VM storage policy at the disk level to suit your needs.

We will now walk through the process of how to do the following:

o List all storage policies

o Seta storage policy fora VM

o Specify the default storage policy for an AVS cluster

Let’s get started.

Prerequisites

The minimum level of hosts must be met to provide the respective number of disk failures to

tolerate (FTT).

Listing all storage policies

You will need to use the Run command’s Get -StoragePolicy cmdlet to list the vSAN-based

storage policies that are available to be set on any VM. Follow these steps:

1.  Go to your AVS portal.

2. Under Operations, select Run command | Packages | Get-StoragePolicies:

Workload Networking
o Segments

T, DHCP

BN Port mirroring

@ DNs

Bl Internet connectivity

B4 Azure Arc (preview)

B Run command

B3 Azure hybrid benefit (preview)

Monitoring
Bl Alerts
il Metrics
@ Diagnostic settings

& Advisor recommendations

>

~

Microsoft. AVS.Management | 4.0.67

Microsoft. AVS.Management [ 5.0.85

Add-GroupToCloudAdmins
Get-CloudAdminGroups
Get-ExternalldentitySources
New-LDAPIdentitySource
New-LDAPSIdentitySource
Remove-ExternalldentitySources
Remove-GroupFromCloudAdmins
Set-ClusterDefaultStoragePolicy
Set-LocationStoragePolicy
Set-VMStoragePolicy
Update-ldentitySourceCertificates

ZertoAVSModule [ 1.0.23-preview

Various cmdlets for adminstrat

Various emdlets for adminstratc
Add a group from
Get all groups tha
Gets all external id
Gets all the vSAN
Not Recommende
Recommended: Ac
Removes supplied
Remove a previou
Specify default sto
Modify vSAN base
Modify vSAN base
Update the S5L Ce

ZertoAVSModule. See Zerto for supp

Figure 9.1 — The Get-StoragePolicies cmdlet
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3. Keep the default values or specify new ones and then select Run:

Run command - Get-StoragePolicies X

Gets all the vSAN based storage policies available to set ona VM.

Details

Retain up to

[e0 | | || |

day hour minute

Specify name for execution =

| Get-StoragePolicies-Execl ‘

Timeout *

| | [5 ||

hour minute second

Figure 9.2 — Run command input fields

The following table lists the Get - StoragePolicies cmdlet’s field inputs:

Field Value

The retention period for the cmdlet’s output. 60

Retain up to is the default.

This is an alphanumeric name; for

Specify name for the execution ..
example, Get -StoragePolicies-Exec2.

This is the period after which the cmdlet exits if

Timeout
it is taking too long to finish up.

Table 9.1 - The Get-StoragePolicies cmdlet’s field input

4. To view the output of the cmdlet, click on Run execution status.
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5. Click on Get-StoragePolicies-Execl:

— SDDC | Run command

AVS Private cloud

B Templates Packages  |Run execution status|

£, Networks
(D Commands are executed one at a time in the order submitted.

B Datastores
Workload Networking Execution name Package name Package version Command name Started time stamp |

% Segments =

rag

Policies-Exect Microsoft. AVS.Management 4067 Get-StoragePolicies 7/24/2022, 3:36:02 PM

pHee Get-ExternalldentitySources-E:

2 Microsoft. AVS.Management 4067 Get-ExtemalidentitySources 6/3/2022, 8:38:41 PM
B Port mirroring

@ ons

BB ntemnet connectivity
Operations

84 Azure Arc (preview)
™ Run command
Monitoring

B Alerts

i Metrics

Diagnostic settings

& Advisor recommendations

Figure 9.3 — Getting the status of the Run command

6. Click on Output to view the available storage policies:

Run execution - Get-StoragePolicies-Exec1 X

© cancel + delete G Rerun (O Refresh

Details Eror  Warning  Information

Available Storage Polici

Name : Microsoft VSAN Management Storage Policy

AnyOfRuleSets : {(VSAN.forceProvisioning-False) AND (VSAN.cacheReservationd]
Name

AnyOfRuleSet: c isioning-False) AND (VSAN.cacheReservation-]

Name RAID-1 FTT-3
AnyofRuleSets : {(VSAN.forceProvisioning=False) AND (VSAN.cacheReservation-|

Name RAID-5 FTT-1
AnyOfRuleSets : {(VSAN.forceProvisioning=False) AND (VSAN.cacheReservationd]

Name : RAID-1 FTT-1
AnyOfRuleSets : {(VSAN.forceProvisioning=False) AND (VSAN.cacheReservationd]

Name 6 FIT:
AnyOfRuleset: g isioning-False) AND (VSAN.cacheResarvation-]

Name
AnyOfRuleSets : {(VSAN.forceProvisioning-False) AND (VSAN.cacheReservation-]

Name VSAN Default Storage Policy
AnyOfRuleSets : {(VSAN.forceProvisioning=False) AND (VSAN.cacheReservation-|

Name : RAID-1 FTT-2
AnyOfRuleSets : {(VSAN.forceProvisioning=False) AND cacheReservationd]

Figure 9.4 — Available storage policies
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7. Click Close whenever you are done viewing the storage policies.

Setting a storage policy fora VM

For this task, you will need to run the Set -VMStoragePolicy cmdlet to modify the vSAN-based
storage policy on the default cluster, individual VM, or group of VMs sharing a similar VM name.
For example, if you have two VMs named XYZVM1 and XYZVM2, entering XYZVM in the VMName
parameter would change the storage policy for both VMs:

Important note

The vSphere Client cannot be used to change the default storage policy or any existing policy
for a VM. You will need to use the run cmdlet.

1. To set the storage policy for a VM, select Run command | Packages | Set-VMStoragePolicy:

SDDC | Run command

AVS Private cloud

2 Search (Ctrl+/) « () Refresh & Feedback

B Templates Packages  Run execution status
£ Networks
v N: D iptic
8 Datastores ame scription
> ISDRConfiguration (311 Souzrznel Madule far confauration of JstSream Softwiare on AVS. S28 JsStrsam Software . for suppart
Workload Networking
v MicrosoftAv: 2007 Jeval ks In anzging Azure VMWare Soltons
< Segments
Add-GroupToCloudAdmins dd a group from the external identity to the CloudAdmins group
T DHcP
Get-CloudAdminGroups Get all groups that have been added to the cloud admin group
W port mirroring
Get-ExternalldentitySources Gets all external identity sources
@ Dns
Get-StoragePolicies Gets all the vSAN based storage policies available to set on a VM.
M Intemet connectivity
New-LDAPIdentitySource Not Rex (use New-LD urce): Add a not secure external identity source (Active Directory over LDAP) for |
New-LDAPSIdentitySource Recommended: Add a secure external identity source (Active Directory over LDAPS) for use with vCenter Single Sign-On.
84 Azure Arc (preview)
Remove-ExternaldentitySources Removes supplied identity source, or, if no specific identity source is provided, will remave allidentity sources.
Remove-GroupFromCloudAdmins Remove a previously added group from an external identity from the CloudAdmins group
Monitoring Set-ClusterDefaultStoragePolicy Specify default storage policy for a cluster(s)
B alerts
Set-LocationStoragePolicy Modify vSAN based storage policies on all VMs in a Container
fifl Metrics

Modify vSAN based storage palicies on a VM(s)

Diagnostic settings . .
g o Update-IdentitySourceCertificates Update the SSL Certificates used for authenticating to an Active Directory over LDAPS

& advisor recommendations

> MicrosoftAv: 5072 i level tasks in manaoina Azure VMWars Solutions

Figure 9.5 — Set-VMStoragePolicy
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2. Fillin the required values and then select Run:

Field Value

VMName The name of the VM that you will be making the
change on.

StoragePolicyname The name of the storage policy you will be setting;

for example, RAID-1 FTT-1.

Retain up to

The retention period for the cmdlet output. 60 is
the default value.

Specify name for the execution The alphanumeric name for this field.

Timeout

This is the period after the cmdlet exists if it is
taking too long to be completed.

Table 9.3 - The Set-VMStoragePolicy field

3. After you enter the required information, click Run:

Run command - Set-VMStoragePolicy X

Modify vSAN based storage policies on a VM(s)

Command parameters

VMMName * (7)

[ Test-vn-01 |

StoragePolicyName *  (7)

| RAID-1FTT-1 |

Details

Retain up to

0 | | |

day hour minute

Specify name for execution *

‘ Set-wMStoragePolicy-Execl ‘

Timeout *

\ [ | |

hour minute second

Figure 9.6 — Set-VMStoragePolicy fields
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4. Once the cmdlet has successfully run, click on Run execution status. Then,
select Set-VMStoragePolicy-Exex1:

SDDC | Run command

=" AVS Private cloud

2 search (Ctri+/) « O Refresh A7 Feedback

9, Networks
(@ Commands are executed one ata time in the order submitted.

B Datastores

Workload Netwerking Execution name Package name Package version Command name Started time stamp |
< Segments Set-VMStoragePolicy-Exec Microsoft.AVS. Management 4067 Set-VMstoragePolicy

T DHeP Get-StoragePolicies-Exect Microsoft.AVS, Management 4067 Get-StoragePalicies

W port mirroring Get-ExternalidentitySources-Exec2  Microsoft.AVS.Management 4067 Get-Extemalidentitysources

@ ons

BN Internet connectivity
Operations

#4 Azure Arc (preview)

Run command
Figure 9.7 - Checking the output of Set-VMStoragePolicy

5. Click on Details to view the status of the cmdlet:
Run execution - Set-VMStoragePolicy-Exec1 X

'@ Cancel + delete & Rerun 'f_) Refresh

OQutput  Errore Warning Information

Name

Set-VMStoragePolicy-Exec

Status
Succeedead

Package
Microsoft.AVS.Management

Command
Set-VMStoragePolicy

Parameters

StoragePolicyMame
RAID-1FTT-1

VMMName
Test-WVM-01

Figure 9.8 - Successful Set-VMStoragePolicy cmdlet
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6. Click on the Output tab to see the new storage policy for the VM:

Run execution - Set-VMStoragePolicy-Execl X

& cancel + delete G Rerun () Refresh

Details Output Error e Warning Information

M-01
11y set the storage policy on VM Test-VM-81 to RAID-1 FTT-1

Figure 9.9 — Successful Set-VMStoragePolicy cmdlet

7. Click Close.

Specifying the default storage policy for an AVS cluster

We will now go through the steps of setting a storage policy for a specific cluster by using the
Set-ClusterDefaultStoragePolicy cmdlet. To do so, follow these instructions:

1. Select Run command from the Operations section on your AVS portal.

2. Click on Packages | Set-ClusterDefaultStoragePolicy:

DCI-SDDC

SDDC | Run command

Figure 9.10 - Set-ClusterDefaultStoragePolicy
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3. Provide the required values, as listed in the following table, or keep the default values:

Field Value
ClusterName The name of the cluster.
StoragePolicyName The name of the storage policy you will be setting.

Retain up to

The retention period for the cmdlet to show
output. 60 is the default value.

Specify name for execution

This is an alphanumeric value for the name of
the execution.

Timeout The length of time before the cmdlet exits if it
is taking too long to execute.
Table 9.4 - Set-ClusterDefaultStoragePolicy field values
4. Click Run:

Run command - Set-ClusterDefaultStorageP... X

Specify default storage policy for a cluster(s)

Command parameters

ClusterName *  (7)

| Cluster-1

StoragePolicyName *

-~
L)

[ RaD-1 7111

Details

Retain up to

[0 |

day hour

Specify name for execution *

| Set-ClusterDefaultStoragePolicy-Execl

Timeout *

| [0

hour minute

second

Figure 9.11 - Set-ClusterDefaultStoragePolicy value fields

5.  Wait for the command to complete. Then, click on the Run execution status tab.
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6. Click on the Set-ClusterDefaultStoragePolicy-Execl execution name:

Home 5 GBB-Brazi-SDDC1-SDDC

= GBB-Brazil-SDDC1-5DDC | Run command

25 Frivate cloud

arch (Ctri ) Refrash &7 Fesdback

+ Add-ons Packages [[RUR evecutIon SEtus

VCenter Server inventory (preview) (1) Commands are executed one at a time in the order submitted.

B3 Virtuzl machines

B Resource pocls/clusters/hasts Execution name Package name Package version Commard name Started time stamp ¢ Erxd time stamp Status

S Management 4067 Set-Clus

5 Managsment 4067 Set-VMStorag

Workload Networking

% Segments

DHC?
= port minering

@ ons

B intemet connectivity
Operations

#5 Azure Arc (preview)

Run command

Figure 9.12 - Set-ClusterDefaultStoragePolicy-Exec1 status

7. Click on the Output tab to see the status of the run command:

Run execution - Set-ClusterDefaultStorageP... x

SJ Cancel + delete (\-Z Rerun 'T,J Refresh

Details Output Error Warning Information

vsanDatastore
1ly set the Storage Policy on Cluster-1 to RAID-1 FTT-1

Figure 9.13 - Set-ClusterDefaultStoragePolicy output status
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As you have seen, there are techniques to optimize the use of the disk, just as with any storage system.
The storage policies of each VM may be customized using VMware vSAN. The level of granularity
extends well beyond the VM; each disk connected to the VM might have a unique storage policy.

Any disk generated in the private cloud of AVS will have a default storage policy of 1 failure - RAID-1
(Mirroring). Therefore, even if one host fails, no data will be lost. In this setup, twice as much raw
disk is required to sustain the used disk. This is the sole viable policy when there are just three nodes
in a vSAN cluster. An AVS private cloud often starts with the minimum three (3)-node setup before
starting to migrate virtual machines from on-premises to AVS or as workloads expand naturally. The
three-node cluster will eventually need to be extended to a fourth, fifth, or sixth node, and so on, as
more and more VMs start to fill the cluster. The beauty of cloud-scale computing, and specifically,
running VMware on the cloud, is the cluster’s capacity to expand and contract as needed. On-premises
VMware clusters are often overprovisioned, which creates a unique set of difficulties. With AVS, there
is no need to do that.

Additional storage policies become available as the cluster expands.

Please note that as the cluster expands, the vSAN storage will soon be maxed out if the initial storage
policy applied to the virtual machine disks stays the same. Compared to the RAID 1 setup, RAID 5/6
policies provide much more efficient use of storage.

Select the storage policy that works best for the VM disks when the AVS private cloud expands
beyond three nodes. Reconfigure the storage rules on the disks of the VMs installed when the cluster
has three nodes.

By doing this, you are maximizing your investment by minimizing the storage use of the AVS cluster.

In the next section, we will look at how the data on the AVS vSAN is encrypted. Microsoft uses
encryption of data at rest for the data that resides on AVS vSAN.

Encryption of data at rest

Data-at-rest encryption is used by default in the vSAN data stores by utilizing keys kept in Azure
Key Vault. The encryption program is KMS-based and works with vCenter Server key management
functions. All data on SSDs is invalidated instantly upon a host’s removal from a cluster.

Encryption at rest prevents an attacker from accessing unencrypted data by encrypting it on a disk.
If an attacker obtains a hard disk containing encrypted data but not the encryption keys, the attacker
must decrypt the data to access the information. This attack is significantly more complicated and
resource-intensive than obtaining unencrypted hard disk data. Encryption at rest is therefore strongly
recommended and a requirement of high importance for many companies.
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Azure NetApp Files

As a persistent storage choice, Network File System (NFS) data stores are supported by AVS. With
Azure NetApp Files volumes, you can build NFS data stores and join them to any cluster you want.
Virtual machines (VMs) may also be built for the best cost and performance.

With minimal code modifications, databases and high-performance computing applications may
be moved and operated in Microsoft Azure using Azure NetApp Files, an Azure service. Running
within VMs, the guest operating system has access to Azure NetApp Files volumes. As a file share for
workloads running on AVS, the Azure NetApp Files volume will be configured, tested, and verified
in this section utilizing the NFS protocol.

The same Azure region is used to produce AVS and Azure NetApp Files. Numerous Azure regions
provide Azure NetApp Files, which allow replication across different regions.

Azure NetApp Files supports the following services:

o Azure VMware Solution: Azure NetApp Files can be used to create NFS data stores and have
them mounted on your AVS clusters. VMs built in the AVS environment may mount Azure
NetApp Files shares.

 Share Protocol: The Server Message Block (SMB) and NFS protocols are supported by Azure
NetApp Files. Because of this functionality, the volumes may be mapped to Windows clients
and mounted on Linux clients.

+ Active Directory connections: Active Directory Domain Services and Azure Active Directory
Services are also supported by Azure NetApp Files.

Prerequisites
The following are required to create a NetApp File volume:

o An Azure subscription with the Azure NetApp File resource provider registered

o A subnet delegated for Azure NetApp Files

Creating a NetApp Files volume for AVS
In this section, you will learn how to create and mount a NetApp Files volume for an AVS virtual machine.
We will walk through the following processes:

o Creating a NetApp Account

o Setting up a capacity pool

« Delegating a subnet to Azure NetApp Files
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o Creating an NFS volume for Azure NetApp Files

Let’s get started.

Creating a NetApp account

When you create a NetApp account, you can set up a capacity pool and then create a volume. The
Azure NetApp Files blade is used to create a new NetApp account:

1. Sign in to the Azure portal.

2. Inthe search bar, type in Azure NetApp Files and click on it when it shows up.

3. Click + Create to create a new NetApp account:

Home >

Azure NetApp Files = -

AVS Field

e Manage view () refresh & Export to CSV = Open query A Ass gn tags

Filter for any field... Subscription equals all Resource group equals all < Location equals all % +7 Add filter

[ wame * Type T4 Resource group Ty
D w MetApp account
Om NetApp account

Figure 9.14 - Creating an Azure NetApp Files account

4. Fill in the required information and click Create:

* Name: Specify a unique name for the subscription
* Subscription: Select a subscription from your existing subscriptions

* Resource group: Use an existing resource group or create a new one
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* Location: Select the region where you want the NetApp account and its child resources to
be located:

New NetApp account

Mame *

| anf-kj-brs /|
Subscription

| Azure Whware Solutions ~ |

Resource group *

| (Mew) kj-anf-lab-brs-rg ~ |

Create new

Location *

| Brazil South ~ |

Download a template for automation

Figure 9.15 - New Azure NetApp Files account creation

After the process has been completed, the new NetApp Files account will be displayed in the Azure
NetApp Files blade:

Home >

Azure NetApp Files = - x

AVS Field

+ Create 5% Manageview v () Refresh | Exporttocsv %5 open query B Assign tags

Filter for any field.. Subscription equals all Resource group equalsall X Location equalsall X T Add fiter

No grouping ~ | [ =5 List view ~
[] name 7 Type Ty Resource group Ty Location Ty Subscription Ty
[] B anf-dm-nc-sc-us-bR NetApp account dm-avs-tmpi-rg South Central US Azure VMware Solutions
O & anf-dm-nc-us NetApp account dm-avs-tmpi-rg North Central US Azure VMware Solutions

I B anf-i-brs I NetApp account kj-anf-lab-brs-rg Brazil South Azure VMware Solutions

Figure 9.16 — New Azure NetApp Files account
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Creating a capacity pool for Azure NetApp Files
The steps are as follows:

1. Go to the NetApp account you created and click on Capacity pools under Storage service:

Home > Azure NetApp Files > anf-kj-brs

= anf-kj-brs | Capacity pools

NetApp account

£ Search (Ctrl+/) « + add pool| (D Refrash

@ Overview

[ search pools

@ Activitylog
Name T Capacity Ty Service level Ty QoS type
fa, Access control (1AM)
You don't have any capacity pools. Click Add pool to get started,
€ Tags

Settings
Quota

I Properties

A Locks

Azure NetApp Files

» Active Directory connections

Storage service
=, Capacity pooks

& Volumes

Data protection
[ snapshot policies
& Backups

Storage service add-ons
[ Netapp add-ons

Automation

Figure 9.17 — Creating a capacity pool in the new NetApp Files account

2. Click on + Add pool.

3. Provide the following information for the new capacity pool:

= Name: Specify a unique name for the capacity pool. Each capacity pool name must be unique
for each NetApp account.

= Service level: This field shows the target performance for the capacity pool. Specify the
service level for the capacity pool: the options are Ultra, Premium, or Standard.

* Size: Specify the size in TiB of the capacity pool that you are purchasing. The minimum
capacity pool size is 4 TiB. You can change the size of a capacity pool in 1-TiB increments
whenever the need is there.

*  QoS: Specify whether the capacity pool should use the Manual or Auto QoS type.
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4. Click Create:

New capacity pool X

MName *

| kj_anf_lab_cp v |

Service level * @

| Premium ~ |

Size (TiB)* @
[ |
4TiB

QoS type

O Manual
@ Auto

oo [T

Figure 9.18 — New capacity pool deployment

Once completed, the new capacity pool will be listed under the Capacity pools tab. You will notice
that the service level and the size of the storage pool are also shown:

= anf-kj-brs | Capacity pools

NetApp account

[p Search

l«

@ Overview

Activity log

A Access control (IAM)
® Tags

Settings

Quota

1l Properties

B Locks

Azure NetApp Files

» Active Directory connections

Storage service

= Capacity pools

& Volumes

-+ Add pool O Refresh

‘ P Search pools

Name T Capacity ™ Service level ™ QoS type

| % kj_anf_lab_cp 4TiB Premium Auto

Figure 9.19 — New capacity pool
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Delegating a subnet to Azure NetApp Files

A subnet needs to be delegated to the Azure NetApp Files volume. When you are creating a volume,
you will be prompted to provide a delegated subnet.

Some considerations are as follows:

o The size of the subnet depends on how many storage volumes and storage endpoints you plan
on using.

o Only one subnet in a VNet is allowed to be delegated to Azure NetApp Files.

o You will not be able to designate a network security group or service endpoints in the delegated
subnet. Doing so will break the subnet delegation.

o You can create a new VNet with a new subnet for delegation or you can use an existing VNet
and a subnet. You can also create a new subnet for delegation.

« You can delegate a subnet before creating the volume or you can create and delegate the subnet
when you are creating the volume.

o Access to a volume from a globally peered virtual network is not currently supported.

o To establish routing or access control to the Azure NetApp Files-delegated subnet, you can
apply UDRs and NSGs to other subnets, even within the same VNet as the subnet delegated
to Azure NetApp Files.

o For Azure NetApp Files support of user-defined routes (UDRs) and network security groups
(NSGs), see Constraints in Guidelines for Azure NetApp Files network planning (https://
learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-
files-network-topologies#constraints).

We will create and delegate the subnet during the volume creation process in the next section.

Creating an NFS volume for Azure NetApp Files

Azure NetApp Files supports volumes that are using NFS (NFSv3, NFSv4) or dual protocol (NFSv3
and SMB, or NFSv4.1 and SMB). SMB3 is also supported.

In this section, we will show you how to create an NFS volume while creating a new subnet for
delegation in an existing VNet.

The prerequisites are as follows:

o A capacity pool needs to be created

o A subnet must be delegated to Azure NetApp Files (this will be done in the volume creation process)


https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-network-topologies#constraints
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-network-topologies#constraints
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-network-topologies#constraints
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Follow these steps to create an

NFS volume:

1. Click on Volumes in the Storage service section of the NetApp Files account.

2. Click on + Add volume

= anf-kj-brs | Volumes
cthp ot

F Add volume Add data replication () Refresh

Mame

ou den't have any volum

Settings
1 Properties
8 wds
Azure NetApp Filas
® Active Directory connechons

T Copacity poals
Volumes

Data protection

7 Quota T, Thoughput T4 Protocoltype T4 Mountpath Ty Servicelevel T Capacity pool

s, Click Add volume to get started

& eackup

snapshot policies

Storage service add-ons

Figure 9.20 - Creating a new NFS volume

3. Inthe Create a volume section, provide information for the following fields under the Basic tab:

Volume name: Specify the name of the volume that you are creating. Each capacity pool’s
volume names must be distinct. A minimum of three characters must be used. Letters are
required to start the name. Only characters other than underscores (_) and hyphens (-) are
permitted in it. You cannot use default or bin as the name of the volume.

Capacity pool: Specify which capacity pool the volume will be created in.

Quota: Specify the amount of logical storage that should be allocated to the volume. The
amount of free space in the selected capacity pool that may be utilized to create a new
volume is shown in the Available quota field. The new volume’s size must not go beyond
the allotted limit.

Throughput (MiB/S): Specify the desired throughput for the volume if it is being created
in a manual QoS capacity pool. For this exercise, the throughput field is grayed out because
the volume is being created in a capacity pool that was created with the QoS set to auto.

Virtual network: Select the Azure virtual network from which you want to access the volume.
The VNet you select must have a subnet delegated to Azure NetApp Files. You can also
choose the subnet for delegation while creating the volume, as will be done for this exercise.
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* Subnet: Select a delegated subnet that you want to use for the volume. If you have not yet
delegated a subnet for Azure NetApp Files, you can click Create new on the Create a volume
page. On the Create Subnet page, specify the subnet information. Microsoft.NetApp/
volumes will be automatically selected as the default subnet delegation. Only one subnet
can be delegated to Azure NetApp Files in each VNet:

Create delegated subnet x

Delegated subnet name *

| kj_anf_subnet e |

Address range (CIDR block) * (D
| 192.168.50.128/28 /|
192.168.50.125 - 192.168.50.143 (16 addresses)

Subnet delegation

Figure 9.21 — Creating a new delegated subnet for ANF
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The following screenshot is for the entirety of step 3:

Create a volume

Basics  Protocol Tags Review + create

This page will help you create an Azure NetApp Files volume in your subscription and enable you to access the velume from
within your virtual network. Learn more about Azure NetApp Files o

Volume details

Volume name * ‘ kj_anf_lab_volume1 \/|
Capacity pool * @ ‘ kj_anf_lab_cp ~ |
Available quota (GiB) @ 4096 |
4TiB

Quota (GiB) * ‘ 100 ¢|
100 GiE

Available throughput (MiB/s) @ ‘ 256 |
Throughput (MiB/s) @ [62s |
Virtual network * (@ ‘ GBB-Brazil-SDDC1-VNet (192.168.50.0/24) v |

Create new virtual network

Delegated subnet * @ ‘ (new) kj_anf_subnet (192.168.50.128/28) ~ |

Create new subnet

Show advanced section D

[ <previous | |__Next: Protocl > _|

Figure 9.22 — New volume information

Click on Next: Protocol >.
Select NFS as the protocol for this volume.

Specify a unique name for the file path. This will be used to create mount targets. There are
some restrictions regarding the path names:

* It must start with an alphabetical character
* The name must be unique within each subnet in the region
* It can contain only numbers, letters, or dashes (-)

= It cannot exceed 80 characters
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7. Accept the NFSv3 protocol for this volume.

8. Leave the default disabled option for LDAP.

9. Check the box for Azure VMware Solution Datastore.
10. Click on Review + create.

11. Click on Create once the validation has passed. This process takes about 10 minutes to complete.

The newly created volume will be listed in the Volumes section, as seen in the following screenshot:

= anf-kj-brs | Volumes X

Name 4 Quom ™o Throughput 7o Protocoltype T Mountpath T service leve 4. Capacity pool T

Kg_art_lab_volume! 0 GE 625 M 5 192,168.50.132:-an- Premium _anf Jab_cp

Figure 9.23 - New ANF volume

We now have an Azure NetApp Files volume that can be attached to AVS hosts. At the time of writing
this book, this solution is currently in Public Preview.

In the next section, we will walk you through the process of attaching an ANF volume to an AVS cluster.

Attaching an Azure NetApp Files volume to an AVS cluster

You can increase your AVS storage without scaling the clusters by utilizing NFS data stores supported
by Azure NetApp Files. This is a very good option for customers who need additional storage but do
not want to add additional AVS nodes to their cluster.

We will walk through the process of attaching the volume that was created to the AVS cluster.

The prerequisites are as follows:

o Deploy an AVS private cloud and a dedicated virtual network connected via ExpressRoute gateway.
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The virtual network gateway should be configured with the Ultra performance SKU and have
FastPath enabled. An Azure NetApp Files volume must be created with the NFSv3 protocol.
This should be configured in the same VNet that is connected to the AVS environment.

Make sure that, when the volume was created, the Azure VMware Solution Datastore option
was selected.

Verify that you're registered for both the CloudSanExperience and AnfDatstoreExperience
features by going to Subscriptions | Select Subscription | Resource providers | Search for
Microsoft.AVS | Register | Settings | Preview features.

Verify connectivity from the private cloud to the Azure NetApp Files volume by pinging the
attached target IP.

Supported regions

Azure NetApp Files is currently supported in the following regions:

North America: Canada Central, Canada East, Central US, East US, East US 2, North Central
US, South Central US, West US, and West US 2

Brazil: Brazil South

Europe: France Central, Germany West Central, North Europe, Sweden Central, Sweden North,
Switzerland West, UK South, UK West, and West Europe

Australia: Australia East and Australia Southeast

Asia: East Asia, Japan East, Japan West, and Southeast Asia

Performance best practices

NEFS data stores on Azure NetApp Files volumes should adhere to some crucial best practices for
maximum performance:

Create Azure NetApp Files volumes with Standard network features to enable optimum
connectivity from AVS through ExpressRoute FastPath.

Select the appropriate service level for the Azure NetApp Files capacity pool based on your
performance requirements. The Ultra tier is suggested for the best performance.

Choose the UltraPerformance gateway and enable ExpressRoute FastPath from AVS to the
Azure NetApp Files volumes virtual network for optimal performance.

Create multiple 4-TB data stores for improved performance. The default limit is 64, but this
can be changed to 256 by opening a support ticket with Azure support.
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To attach the Azure NetApp Files volume to AVS, follow these steps:
1. Go to your AVS console and, under Manage, select Storage (preview).

2. Select + Connect Azure NetApp Files volume:

— SDDC | Storage

= AVS Private cloud

|}3 Search ‘ «
@ Overview -

+ Connect a disk pool + Connect Azure NetApp Files volume ‘1) Refresh ,53? Feedback

Activity log

A Access control (IAM)

‘ Tags

¢ Diagnose and solve problems
Settings

B Locks

S Connectivity

‘ Clusters

@ Encryption
No storage to display

£ VMware credentials . .
Add additional storage to this private cloud by connecting

Connect a disk pool

Identity

Placement policies

Figure 9.24 — Connecting ANF to an AVS data store

3. Onthe Connect Azure NetApp Files volume page, select your Subscription, NetApp account,
Capacity pool, and volume values that will be attached as a data store. You created these in
the previous steps:
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Connect Azure NetApp Files volume x

Ensure that there is ExpressRoute connectivity to the volumes selected as datastores. Learn mare

Velume

Subscription ©* | Azure VMware Solutions GBB Sub |

NetApp account @*
Capacity pool ©~

Volume @*

Volume properties ©*

Associated cluster

Client cluster © *

Data store

Datastore name @ *

o |

anf-kj-brs J

ki_anf_lab_cp |

ki_anf_lab_volume1 LY |
Create new

Protocol: NFSv3
Virtual network: GBB-Brazil-SDDC1-VNet

Subnet: kj_anf_subnet

View selected volume

| 1 selected ¥ |

u Cluster-1

kj-anf-datastorel |

Figure 9.25 — Connecting ANF to an AVS data store

4. Under Associated cluster, select the Client cluster property to associate the Azure NetApp

Files volume as a data store.

5.  Under Data store, create a friendly name for Datastore name.
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You will see the data store in the Storage (preview) tab:

== GBB-Brazil-SDDC1-SDDC | Storage (preview)

== Avs private cloud

« —+ Connectadiskpool = Connect Azure NetApp Files volume () Refresh 27 Feedback
@ Oveniiew 2

Activity log Name Storage type Details Tier Availability zone  Client cluster Connection health Virtual network

AR Access control (1AM) | kanf lab_volu..  Azure NetApp Files volume NFSV3 - - 1 Healthy SDDC1-VNet

€ Tags

 Diagnose and solve problems.

Settings
A Locks

Manage

# Connectivity
& Clusters
B identity

1M Resource pools/clusters/hosts.
B Templates
8 Networks

B Datastores

Figure 9.26 — Azure NetApp Files volume in the AVS portal

As you have seen, you can increase your AVS data store using Azure NetApp Files instead of expanding
your AVS nodes. This solution can be a cost saver while you're using a very high throughput disk system.

Summary

In this chapter, we looked at the storage concepts for AVS. First, we looked at vSAN, which comprises
the storage from each host in the cluster. We also looked at the different storage policies available for
the vSAN storage.

Fault tolerance is critical to the AVS solution, and we looked at the options available and showed you
when to choose one over the other.

At some point, a customer will need to expand their AVS data store. This can be done by adding
additional nodes, which can be very costly. Another option is to extend the data store using a solution
such as Azure NetApp Files. This is an excellent option that will enable a customer to have a high
throughput disk system, which also comes at a reduced price point.

The next chapter will look at VMware Site Recovery Manager (SRM). SRM is a disaster recovery
option from VMware that can be used to replicate from a primary AVS site to a secondary AVS site.

You will learn about the prerequisites needed to deploy SRM. You will also learn how to protect your
primary AVS environment using SRM.
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This chapter will look at VMWare Site Recovery Manager (SRM) as a disaster recovery (DR) option
for AVS. It is crucial to deploy a solution to minimize downtime of the virtual machines in an AVS
environment if there is a disaster.

Azure Site Recovery (ASR) is a native VMware DR solution that simplifies management and automation
and ensures a fast and highly predictable recovery time is implemented. This will remove manual steps
during a disaster and keep your business running as desired.

By the end of this chapter, you will understand what VMware SRM is and why it is crucial to have a
DR solution in place for your AVS environment. We will also walk you through identifying the need
for your company’s DR solution.

Using the supported scenarios, you will also learn how to deploy and configure VMware SRM for
your AVS environments.

Throughout this chapter, we will look at the following areas regarding VMware SRM for AVS:
o Understanding what SRM in AVS is
« Identifying your company’s BCDR needs
« Installing SRM in your primary and secondary AVS environments
« Configuring site pairing for vCenter

o Connecting the SRM instances on both the protected and recovery sites
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Understanding what SRM in AVS is

SRM is a DR tool created to reduce virtual machine downtime in an AVS environment in an emergency.
SRM orchestrates and automates failover and failback processes to minimize downtime during
emergencies. Additionally, built-in non-disruptive testing guarantees that your recovery time goals
are accomplished. Overall, SRM enables quick and highly predictable recovery times while automating
administration to make it simpler.

The replication technique for vSphere VMs provided by VMware is based on the hypervisor. It shields
virtual machines against partial or whole site failures. Additionally, it simplifies DR protection with
replication that is VM-centric and storage-independent. The ability to customize vSphere replication
on a per-VM basis gives users greater control over which VMs are replicated.

Important note

SRM is not a part of the default deployment of AVS. You will need to bring your own license.

A strong business continuity and disaster recovery (BCDR) plan attempts to shield a business against
downtime, financial loss, and data loss in the case of a disruptive incident. To be prepared for a disaster,
you should consider several BCDR variables, just like in an on-premises VMware environment. In
the following sections, we will walk you through some of these critical design considerations for AVS
when using VMWare SRM as your BCDR solution.

Business continuity and disaster recovery

Any interruption in service might be inconvenient for your company and customers. Every second
that your systems are down might mean lost income for your firm. Your organization may also suffer
financial penalties if it fails to meet any availability agreements it has in place for the services it delivers.

BCDR plans are legal papers that businesses produce to outline the scope and measures they would
take in the event of a catastrophe or large-scale outage. Each outage is evaluated on its own merits by
the organization. For example, an organization may implement a BCDR strategy when a data center
loses power.

Identifying your company’s business continuity and disaster
recovery needs

You must first assess the company’s existing BCDR strategy to safeguard your organization’s workloads
from unanticipated events. It would be best if you determined the various recovery goals and scope
for the systems that need protection. This should include the following:
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» Recovery time objective (RTO): An RTO measures how long your company can operate after a
catastrophe before it is necessary to resume regular operations to prevent unacceptably adverse
outcomes brought on by a disruption in continuity.

« Recovery point objective (RPO): A company may back up its data every 24 hours, 12 hours,
or even in real time. However, data loss is unavoidable in the event of a calamity. An RPO is a
metric that measures the greatest amount of data loss that may be tolerated after a catastrophe.

VMware SRM is a BCDR solution that aids in the planning, testing, and execution of VM recoveries
between a protected VMware vCenter Server site and a recovery vCenter Server site.

Supported scenarios for SRM

SRM aids in the planning, testing, and execution of VM recovery operations between protected and
recovery vCenter Server sites. The following two DR scenarios are compatible with SRM and Azure
VMware Solution:

o On-premises VMware to AVS private cloud DR
o Primary AVS to Secondary AVS private cloud DR

In this section, we will walk through the process of implementing DR using SRM for AVS-based VMs
in a primary site replicated to a secondary site.

The architecture of a primary AVS environment to a secondary AVS environment scenario is shown
in the following diagram:

East US - Primary AVS Region 1 /s /5 WEST US - Secondary AVS Region 2
Azure Native X.X.X.X/22 X.X.X.X/22 Azure Native
Services (e.g.) Segment 1 Segment Services (e.g.)
Segment N
NSX-T Tier-1 Segment N
& Pl NSX-TTier [ &
e @ = ° (prod) o - hed
ctive Director @ = e s o ive Director
Active Directory g = QRM vSphere Replication> =f 4 e prectony
X = = . =3
& 3 # = © .8
Azure Files Backup Service Tier-0 > Tier-0 74 Azure Files Backup Service
ntemal nternal
o 8 . o 8
Azure Data Lake Dowiser Global Reach DMSEE Azure Data Lake
Sentinel ‘34—»@ Sentinel
@ AVS Private Cloud A AV private Cloud @
® = ® ~
Key Vaults ~ Monitor KeyVaults ~ Monitor

AT
QzY

o Q
H
Expresshoute§
Global Reach Gateway &
£

Security Center  Azure
DNS

Security Center  Azure .
DNS Azure Native

Services Azure Native

Services

&> Cost Management
HUB NET

Cost Management

HUB vNET a
S

Figure 10.1 — SRM replication for primary and secondary AVS environments
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The following configurations are depicted in the architecture outlined in Figure 10.1:

Both Microsoft Enterprise Edge circuits are connected by ExpressRoute Global Reach

AVS is deployed in both primary and secondary sites

BCDR support types used by SRM

SRM can be used to support the following types of recovery:

Disaster recovery: When the protected AVS site goes down unexpectedly, DR while using
SRM may be initiated. SRM manages the recovery process in conjunction with the replication
systems to reduce data loss and system downtime.

Individual VMs can only be secured on a host using SRM in conjunction with vSphere Replication
in Azure VMware Solution.

Planned migration: When both the main and secondary Azure VMware Solution sites are up
and operating and completely functioning, the migration will begin. When migrating workloads
in an orderly method, no data loss is envisaged when virtual machines are moved from the
protected site to the recovery site.

Bidirectional protection: To protect VMs in both directions, bidirectional protection employs
a single set of paired SRM sites. Each site may be both a protected and a recovery site at the
same time, but only for a subset of the VMs.

Throughout the rest of this chapter, we will deploy and configure SRM to protect primary and secondary
AVS sites. The following tasks will be performed:

Installing SRM in your primary and secondary AVS environments
Installing the vSphere Replication appliance

Configuring site pairing for vCenter

Connecting the SRM instances on both the protected and recovery sites
Configuring virtual machine replication

Creating and managing protection groups for SRM

Testing and running a recovery plan
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The prerequisites are as follows:

o Provide the remote user with the VRM and SRM administrator rights in the remote AVS site
o AVS deployed in both the primary and secondary sites

« ExpressRoute Global Reach configured between both AVS sites

» SRM license (for testing purposes, you can use the evaluation version)

« SRM and vSphere Replication appliances in each site

Installing SRM in your primary and secondary AVS
environments

In this section, we will walk through the process of deploying SRM in both your primary and secondary
AVS environments.

Important note

ExpressRoute Global Reach should be configured between both the primary and secondary
AVS environments.

Deploying SRM in AVS
The steps are as follows:

1. Loginto the Azure portal and go to the AVS window.

2. Under Manage, select Add-Ons.

3. Select Disaster recovery. From the drop-down box, select VMware Site Recovery Manager (SRM).
4

Under Deploy SRM appliance, select I don’t have a license key. I will use the evaluation
version. (Select I have a license key if you have one and then enter the license key.)

5. Select the I agree with terms and conditions checkbox.
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6. Click the Install button:

+ PrivateCloud | Add-ons = «

AVS Private cloud

£ Search (Ctrl+/) « 2 Feedback
@ Overview B -
Overview Migration using HCX

Disaster recovery solution *

Activity log

fa Access control (1AM)

| ¥Mware Site Recovery Manager sam) | ~
& Tags ;
£ Diagnose and solve problems o
eploy appliance
Settil N
etings (®) 1 don't have a license key. | will use evaluation version.
B Locks (O 1 have a license key.
| agree with terms and conditions.
By checking the box and clicking “Install" you give permission to Microsoft to install this software on your behalf in your
. Connectivity Azure VMware Solution private cloud in vCenter, You represent that you have obtained the rights necessary to use this
P P! ¥ 9 y
& software from VMware. Your rights to use the software are governed by the separate license and privacy policy agreed to
Clusters between you and VMware, You are responsible for maintaining your license with VMware.
B8 |dentity

Installztion will take approximately 30 minutes to complete. You can track the installation progress using Azure

= Storage (preview) Notifications. Once installation is complete, go to vCenter to complete configuration and site pairing.

vCenter Server inventory (preview)
B3 virtual machines

I8 Resource pools/clusters/hosts
B templates

9. Networks

Figure 10.2 - SRM deployment

This process takes 8 to 10 minutes to complete.

Installing the vSphere Replication appliance

After the SRM appliance has been successfully installed, the vSphere Replication appliance will need
to be installed. Each replication server may house up to 200 protected virtual machines. You can scale
these up or down to meet your requirements.

VMware vSphere Replication is an integrated component of VMware vSphere that uses a hypervisor-
based VM replication engine.

Components of the vSphere Replication appliance

vSphere Replication is an add-on for AVS that may assist in safeguarding your VMs against partial or
total site failure. vSphere Replication captures any changes to the primary site VM and applies them
to the VM’s offline disk copies (replicas).

For protection situations, the vSphere Replication appliance has the following components:

o An SRM user interface for using vSphere Replication

o A vSphere web client and vSphere client plugin to display the health status of vSphere Replication
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o 'The replication settings are stored in a VMware standard embedded PostgreSQL database
o A server that controls replication in vSphere Replication

« A vSphere Replication server that serves as the vSphere Replication infrastructure’s heart
Follow these steps to install the add-on in AVS:

1. From the AVS page, select Add-ons from the Manage section.
2. Select Disaster recovery.

3. Under section 2, Setup replication, make sure vSphere Replication is selected from the
dropdown and click the Install button:

_|_ PST-SDDC | Add-ons = ¥
AVS Private cloud
@ Oveniew =

Qverview Migration using HCX

Disaster recovery solution

Activity log

Ao Access control (IAM)

‘ VMware Site Recovery Manager (SRM) ~
® Tags
£ Diagnose and solve problems °
License key @
Settings [ 0o000-00000-00000-00000-00000
B Locks

or

& Connectivity

Completely remove and uninstall SRM cloud appliance.

W Clusters
) This will remove the software. Al site pairs should be deleted before uninstalling.
B8 |dentity
-— Uninstall VMware Site Recovery Manager (SRM!
= Storage (preview) Y ger (SRM)
B Pplacement policies @ Step 1 complete. Step 2 not started.
Add-ons a
vCenter Server inventory (preview) Setup replication
B3 virtual machines Replication using *
wvSphere Replication v
1Ml Resource pools/clusters/hosts
ﬂ Templates Each vSphere replication server accomodates up to 200 protected VMs. Scale in or scale out as per your needs.
0 Networks vSphere servers * (@)
o
3
8 Datastores ~

Workload Networking Install

Figure 10.3 — vSphere Replication appliance deployment

Please note that the number of servers in your AVS cluster will be reflected when you are installing
the vSphere Replication appliance.
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Configuring site pairing for vCenter

You now need to pair instances of VMware SRM on the protected and recovery sites, then establish
a protection policy, to finish the process of securing your VMware vSphere virtual machines. Site
pairing is the method used to connect VMware SRM instances. A Windows client virtual machine,
or jumpbox, installed on the virtual network with access to both AVS private clouds may be used.

Once installed, verify that both the SRM and the vSphere Replication appliances are installed.

Configuring site pairing in vCenter
Follow these steps to configure site pairing:
1. Ensure that the jump box device has connectivity to both the primary and secondary

AVS environments.

2. From the jump box VM, open a browser and connect to AVS vCenter Server and NSX-T Manager
using the credentials that you can retrieve from the Identity pane in your AVS page in Azure.

3. In the vSphere web client, click on vSphere Client | Site Recovery:

— |vSphere Client| O

5

Shortcuts
Inventories
= = O,
[ = < % @ ®
Hosts and VMs and Storage Networking Content Global Waorkload Cloud Provider Site Recovery
Clusters Templates Libraries Inventory Lists Management Migration
Monitoring
e [!TT] =i ﬁ E Ny
= xS S Eal RS
Task Console Event Console VM VM Storage Host Profiles Lifecycle

Customization Policies Manager
Specifications

Figure 10.4 — vSphere Site Recovery

4. In the Site Recovery window, verify that an OK status displays for both vSphere Replication
and Site Recovery Manager. Then, click on OPEN Site Recovery:
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= vSphere Client QO

Site Recovery

Local vCenter Server instances with installed vSphere Replication or Site Recovery Manager are displayed below. If you want to see more details, use the Open butten. The Site Recovery application
opens in a new browser tab.

> vSphere Replication @ox CONFIGURE[]
» Site Recovery Manager @ok CONFIGURELS

[OPEN site Recovery [ ] l

Figure 10.5 - The Site Recovery window

5. Click on the NEW SITE PAIR button:

vmw Site Recovery  Menu v
NEW SITE PAIR

Replications within the same vCenter Server

[Fy within vc. avs.azure.com Q

VIEW DETAILS

Figure 10.6 - The NEW SITE PAIR window

6. Click on the first site that is shown on the list. Click NEXT.

7. On the Peer vCenter Server window, enter the required information for the Platform Services
Controller for the SRM server on the secondary AVS environment, as detailed in the following
screenshot. Click on FIND VCENTER SERVER INSTANCES:

New Pair Peer vCenter Server X
Al fields are required unless marked (optional)

Enter the Platform Services Controller details for the peer vCenter Server.

1 Pair type
2 Peer vCenter Server PSC host name ttps/1010.02F
e e PSC port 443
User name I cloudadmin@vsphere. Iocall
Password f ............ 1 5 @

FIND VCENTER SERVER INSTANCES

CANCEL BACK

Figure 10.7 — Peer vCenter Server
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8.

10.

11.
12.

You will be prompted with a security error for the default certificate that is on the destination
vCenter server. This happens because the evaluation version of SRM is being used. Click

on CONNECT:

Security Alert
A Site Recovery Client cannot validate the following security certificates:
Thumbprint for host 10.10¢.0.2

0:4D:7A'94:EABD:C3

Connect anyway?

connect | [RENVE

Figure 10.8 - Site pair security alert

In the Peer vCenter Server window, click on the radio button next to the other vCenter server

that you want to pair.

Select CONNECT to accept the certificates for the remote VMware SRM and the remote

vCenter Server (again).

Select CONNECT to accept the certificates for the local VMware SRM and the local vCenter Server.

Click NEXT:

New Pair

1 Pair type

2 Peer vCenter Server

Peer vCenter Server X
All fields are required unless marked (optional)

Enter the Platform Services Controller details for the peer vCenter Server

PSC host name 1010 0.2

PSC port 443

User name cloudadmin@vsphere local

Password ~ sssssesssees @

FIND VCENTER SERVER INSTANCES

Select a vCenter Server you want to pair

vCenter Server

@ v ACTTTe T An o an - 4 -nn S5 northeurope.avs.azure.com

CANCEL BACK NEXT

Figure 10.9 — Secondary vCenter Server
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13. On the Ready to complete window, take note that vCenter Server instances are displayed. Also,
look at vSphere Replication and Site Recovery Manager.

14. Click on FINISH:

New Pair Ready to complete 1%
Review your settings selections before finishing the wizard.
1 Pair type Pair type vCenter Server instances in different S50 domains
vCenter Server instances Vg AER AR~ ARA4809 204NN southeastasia.avs.azure voo. ..o .o ... ____fD.northeurope avs.azure
2 Peer vCenter Server
vSphere Replication TNTE4-p01-southeastasia TNTGE5-pOl-northeurope
3 Services
Site Recovery Manager pOl-southeastasia-TNTE4 pOl-northeurope-TNTGES

4 Ready to complete
Figure 10.10 — Completing site pairing

This process takes a few minutes to complete. Once the site pairing has been completed, you will be
able to view the details in the Site Recovery window:

vmw Site Recovery  Menu v

NEW SITE PAIR

I vc.4al524becd9d4883a9ad0... « vc.40986b1740e240c4388d...] Replications within the same vCenter Server

Site Recovery Manager [y within vc.4a1524becd9d4883a%ad00.southeastasia.avs.azure.com O
) Protection Groups O [l recovery Plans O

vSphere Replication
[f Outgoing O [ Incoming O

viEw DETAILS |[W¥etIERg VIEW DETAILS

Recent Tasks Alarms

Task Name T | Target T | Status T | Initiator T | Queued For T | StartTime 4 v | Completion Time
com.ymware.veDr.dr Plac... ve451524becd9d4ss.. & Completed VSPHERE LOCALNSRM-5. 5ms 8/6/22 6:05:09 PM 8/8/22 6:05:10 PM
com.vmware veDr dr site. ve.431524becd9d48s, +/ Completed WSPHERE LOCALYSAM-5 6ms 8/8/22 6:04:57 PM 8/8/22 6:05:09 PM
Connect vSphere Replicat. ve.431524becd9ddss, +/ Completed {Name: cloudadmin, Dom. 17 ms 8/8/22 6:04:49 PM &/8/22 6:04:54 PM

Figure 10.11 — Newly created site pair

We now have the newly created site pair. Now, let’s connect the SRM instances on both the protected
and recovery sites.
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Connecting the SRM instances on both the protected and
recovery sites

Following the successful configuration, you must link the VMware SRM instances on both the
protected and recovery sites.

Important note

The following ports should be open to provide cloud-to-cloud recovery: 80,443, 902, 1433,
1521,1526,5480,8123,9086,31031,32032,8043,and 10000-10010.

Configuring mapping between both the primary and secondary
SRM sites

Before you can begin safeguarding the VMs, you must first map the items on the protected site to
their counterparts on the recovery site. You may map the following items to verify the functioning
of replicated VMs:

o Networks
e VM folders
« Compute resources

« Storage policy mappings

Important note

To allow bidirectional protection, reverse mappings may be configured to map items on the
recovery site to their equivalent objects on the protected site. You will be required to log into
both sites to configure resource mapping.

The steps to create a mapping in SRM are as follows:

1. Login to vCenter using your CloudAdmin credentials.

2. Go to Site Recovery, click on Menu, and select the new site pair that you created earlier:
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vmw | Site Recovery

Home
I ve.4al524becd9d4883a9ad00 southeastasia avs.azu I
vc.4al524becd9c » replications within the same vCenter Server id... Replications within the same vCenter Server
Site Recovery Manager [ withinvcdg™™ """ -~~~ **"""-~--"" goutheastasia.avs.azurecom O
) Protection Groups O E] Recovery Plans 0
vSphere Replication
[T Outgeing O 7] Incoming O

VIEW DETAILS (XSGR VIEW DETAILS

Figure 10.12 — Newly created site pair

3. Click on LOGIN to authenticate to the first site:

A\ You must authenticate ta ve com to view information
[ site Pair  [HRepications ) Protection Groups Recovery Plans
—— Summary reconnect | [(BREAKSTEPAR | ()
e VoA - SRR S SN 1 P ——
' O 703 10234570
Configure ~
uaffna ‘-: razsiasaavs saure camaa p— smurecameans
Rephication Servers e b Platrom Services Controler. 1723002443
Array Based Replication ~
Storage Replication Adapters
Asray Pairs Site Recovery Manager EXPORT/IMPORT SRM CONFIGURATION v
Network Mappings .
© protection Groups:0  £] Recovery Plans:0
Folder Mappings
Name BO1-southeastasia TNTE RENAME BOTnertheurope TNTES
Resaurce Mappings
server 17230.011443 ACTIONS v 1M A02BEL17408240¢ 4aBBAMD NG INEUrOE BvS A2ure.cOMA43 ACTIONS v/
Storage Policy Mappings
Verion 55,0, 19282257
Placeholder Datastores
©» com vmware veDr
Gecent Tasks  Alamms -
Fask Name v T v | staws v | inaser v | Oueuedror v | sanTmme 4 v | CompletionTime v | sever v

Figure 10.13 — Authenticate to SRM site

4. Inthe LogIn Site window, enter the cloudadmin credentials for the first site and click on LOG IN:

Log In Site ®

Enter wCenter Server credentials

vCenter Server VEAQSRERATANSYAN~A 20844 northeurope.avs.az
User nama I clm_ﬂac""ir'_a\-snhereIocall
Password I wassnennsnnd] I o

Figure 10.14 - cloudadmin login
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Once you have authenticated, you will be able to view the Site Recovery summary:

[ st pair

Summary
fesues o @ .10 ROFhe U Ope.avS.a2ure. com [
Contigure v
183203000 southeastasia vs 3zure com 443 0 northeurope avs azure com 443
Replication Servers

d Replication v

Storage Rephication Adapters
Array Pairs Site Recovery Manager EXPORT/IMPORT SRM CONFIGURATICN
Network Mappings

3

@ Protection Groups:0  E] Recovery Plans:0

Mappings

southeastasia- TNTBA RENAME RENAME

Hame
saurce Mappings
Server 243 acTIONS ¥ 0 northeurape avs azure com dd3 ACTIONS ¥
e Policy Mappings
Version 85019282257 8:5.0,1928225
© com o om vinware veDr
Advanced Settings >

_ Loggedin e

Recent Tasks  Alarms

Tesk Hame Taramt Status ritistor Guewsd For Start Time + Completion Time Server

Figure 10.15 - Site Recovery summary

Creating a new network mapping

The steps are as follows:

1. To create a new network mapping, under Site Pair, click on Network Mappings and click NEW:

vmw Site Recovery

M [ replications ) Protection Groups ] Recovery Plans
Network Mappings

summary
lssues ve. 4 T TP Tl vc. — -~~~ ~ ~ “O.northeurope.avs.azure.com |
Configure v
ve.4a1524becd9d4883a0ad00.southeastasia.avs.azure.com + Recovery Network Reverse Mapping Test Network
Replication Servers
Array Based Replication v
Storage Replication Adapters
Array Pairs
> . EXPORT v
Folder Mappings
Resource Mappings .
No network mapping selected.

Storage Policy Mappings
Placeholder Datastores

Advanced Settings >

Figure 10.16 - New network mapping
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2. Select automatic or manual mapping from the Creation mode window. For this exercise,
we will be using the Automatically prepare mappings for networks with matching names
option. Click NEXT:

New Network Mappings Creation mode e

Select the way you want to create mappings.

1 Creation mode
° Automatically prepare mappings for networks with matching names

The system automatically Drepares mappings Tor Networks with matching names under the selected network containers
2 Recovery networks

) Prepare mappings manually

Manually select which exact networks to map.

CANCEL NEXT

Figure 10.17 — New network mapping creation mode

3. Expand SDDC-Datacenter on both sites.
4. Click the checkbox next to Static-VM on both sites and click ADD MAPPINGS:

New Network Mappings Recovery networks X

Configure recovery network mappings for one or more networks. The mappings for objects marked with * are already created

Creation mode or prepared
Q Se Q Ses

v v 40986017 40e240c4a88df0 northeurope avs.azure.com A4 vc 4a1524becd9d4883a9ad00 southeastasia avs azure.c

2 Recovery networks

v () [ SDDC-Datacenter v () [l sDDC-Datacenter
2, Static-VM () & DHCP-VM

() & TNTE5-HCX-UPLINK () & L2E_L2E_SBB-Segment--73735-31a0bc2f

& TNTE4-HCX-UPLINK y

L ADD MAFPPINGS

vc.40986b1740e240c4a88df0.northeurope.avs.azure.com T vc.4a1524becd9d4883a9ad00.southeastasia.avs.azure.com T

0 mapping(s)

CANCEL BACK NEXT

Figure 10.18 — Network mapping selection
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5. Click OK on the Discovered Mappings pop-up window.

6. You will now see the network mapping, as shown in the following screenshot. Click NEXT:

New Network Mappings Recovery networks X
Configure recovery network mappings for one or more networks. The mappings for objects marked with * are already created

1 Creation mode or prepared

2 Recovery networks a a
v [@EIVE oo . .._.___If0.northeurope.avs.azure.com v [ Ve AMRIMRAsARAA0030-ANN southeastasia.avs.azure.con
Heverse 9 v () [H SDDC-Datacenter v () [ sbDC-Datacenter
e &) Static-VM () & DHCP-VM
() & TNTE5-HCX-UPLINK () & L2E_L2E_SBE-Segment--73735-21a0bc2f

Readly to complete () & satic-vM

() & TNTB4-HCX-UPLINK

L ADD MAPPINGS

ygdnAnmbaT AR R AN g 1df0 northeurope avs azure com T vcd STTT o tmesmm = 7)) southeastasia avs azure com

: [ & SDDC-Datacentar » Static-VM &, SDDC-Datacenter > satic-VM 1

I ]
1 mapping(s)

CANCEL BACK NEXT

Figure 10.19 — New network mapping created

7. (Optional) Select the checkbox on the Reverse mappings window. Click NEXT:

Important note

Selecting this option generates equivalent mappings from the secondary site to the primary
site. Reverse mappings are required for bidirectional protection and reprotection procedures.
This option is not available if two or more mappings have the same target on the remote site.

New Network Mappings Reverse mappings X
Select configured mappings for which to automatically create reverse mappings. This might overwrite existing mappings.
1 Creation mode e azwrecom T v | we ure.com
(2 SDDC-Datacenter > satic-VM {2 SDDC-Datacenter > Static-WM

2 Recovery networks

3 Reverse mappings

L 1
1 1 mapping(s)

CANCEL BACK NEXT

Figure 10.20 - Reverse mappings
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8. (Optional) In the Test networks window, click CHANGE and, on the Edit Test Network page,
select the network that you will use when testing recovery plans.

Important note

SRM may be configured to establish an isolated network on the recovery site for testing recovery
plans. Creating an isolated test network enables the test to complete without introducing
additional traffic to the recovery site’s production network.

9. For this exercise, we will deploy the test network. Click on NEXT:

New Network Mappings

Creation mode

[N}

Recovery networks

w

Reverse mappings

IS

Test networks

Test networks X

Test networks are used instead of the recovery networks while running tests. Isolated networks are automatically created and

used during tests for all networks.

@ If you want to use different networks for testing, you can do so in the table. This affects all network mappings that
use the same network on the remote site.

Recovery Network 1 v | TestNetwork

& spDC-Datacenter > satic-VM § Isolated network (auto created) CHANGE

1 network(s)

CANCEL BACK NEXT

Figure 10.21 - Creating a test network

10. In the Ready to complete window, click on FINISH:

New Network Mappings

1 Creation mode

)

Recovery networks

w

Reverse mappings

S

Test networks

2]

Ready to complete

Ready to complete X

Review your settings before finishing the wizard
vc 40986b1740e240c4a88df0.n vc.4a1524becd9d4883a9ad00 s Reverse Mapping Test Network

&) SDDC-Datacenter > Static.. (& SDDC-Datacenter > satic—..  Yes @ Isolated network (auto cr..

CANCEL BACK FINISH

Figure 10.22 - Finish network mappings
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11. On the Site Recovery page, click on Network Mappings. You will now see the new mapping
that was created earlier:

[l site pair ~ [Repiications ) Protection Groups  [Z] Recovery P

Summary Network Mappings Learn more (2

Issues

configure ~ ‘ SELECT AL

Replication Servers =

Array Pairs

Network Mappings
»

Fokder

No network mapping selected.

Figure 10.23 — Network Mappings

You have now successfully created a network mapping for Site Recovery.
Repeat steps 1 through 10 to create mappings for VM folders, Compute resources, and Storage policy.

By defining mappings, you can guarantee that the VMs have access to all the resources that are
accessible in the recovery site. If you don’t make the necessary mappings, youw’ll have to modify these
parameters for each VM manually.

A crucial part of VMWare SRM is ensuring that the virtual machines running your company’s
applications are always protected. In the next section, we will walk you through how to configure
replication for those virtual machines.

Configuring virtual machine replication

You must set up replication on the VM you want to safeguard. When configuring replication settings,
you may specify several point-in-time instances that will be converted into snapshots after recovery.

Follow these steps to configure virtual machine replication:

1. Click on Site Recovery in the vSphere Client, and then select Open Site Recovery.
2. Click on Menu. Then, click on the site pair that was created earlier.

3. Select the Replication tab and select New.
4

On the Target site page, make sure that a target site is selected.
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5. Click NEXT to continue with the default option of Auto-assign vSphere Replication Server:

Configure Replication Target site x

Site name vc.4a1524becd9d4883a9ad 00 southeastasia.avs.azure.com

1 Target site
Status + Logged in

Select the vSphere Replication server that will handle the replication.
r° Auto-assign vSphere Replication Server']
S Manually select vSphere Replication Server

T Replications T

3 replication server(s)

CANCEL NEXT

Figure 10.24 - VM replication target site

6. On the Virtual machines page, select the virtual machines that you want to protect.

7. Click NEXT:

Configure Replication Virtual machines X

Select the virtual machines that you want to protect. Already replicated VMs are not shown in this list.

Target site All Selected (3)

2 Virtual machines CLEAR SELECTION

! Name T r ! VM Folder T ! Compute Resource T
Targe astore (31 esxi-a1 38 Nested-SDDC-Lab-91 38 Nested-SDDC-Lab-91
31 nfs-91 3E Nested-SDDC-Lab-91 3F Nested-SDDC-Lab-91
4 e - 31 vesa-91 38 Nested-SDDC-Lab-91 38 Nested-SDDC-Lab-91
!
) 3 3VM(s)

CANCEL BACK NEXT

Figure 10.25 - Virtual machines selected for protection
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8.  On the Target datastore page, configure the Disk format and VM storage policy options for
the protected VMs and click NEXT:

Configure Replication - 3
VMs

1 Target site
2 Virtual machines

3 Target datastore

Target datastore X
Select a datastore for the replicated files.

() Configure datastore per virtual machine

The selected virtual machines are using 65.15 GB. @

rD isk format:  Same as source /1
[V storage policy: Datastore Default ] ‘
Name 1+ v | capacity Free Type v
° & vsanDatastore 4192 TB 3475TB vsan

1 datastore(s)
[ select seeds

Auto-include new disks in replication @

CANCEL BACK NEXT

Figure 10.26 — Target datastore options

9. On the Replication settings page, select a recovery point objective that meets your organizations
needs. You also have the option to enable point-in-time instances, network compression, and
encryption of the data. Select NEXT:

Configure Replication - 3
VMs

Target site

(%)

Virtual machines

w

Target datastore

5

Replication settings

Replication settings X

Configure the replication settings for the virtual machines.
Recovery point objective (RPO) (@

" P
5 minutes *

24 hours

1hour

Enable point in time instances @

Instances per day 3

Days 5

Keep 3 instances per day for the last 5 days.

If the RPO period is longer than 8 hours, you might want to decrease the RPO value to allow vSphere Replication to create

the number of instances that you want to keep.

Enable guest OS quiescing @

rD Enable network compression for VR data @ ]

[\:I Enable encryption for VR data @ ]

CANCEL BACK NEXT

Figure 10.27 - Replication settings options



Connecting the SRM instances on both the protected and recovery sites

10. On the Protection group page, you have the option to add the virtual machines to an existing
protection group, create a new protection group, or not add them to a protection group now.
We will create a protection group in the next section, so select Do not add to protection group

now and click NEXT:
Configure Replication - 3 Protection group X
VMS You can add these virtual machines to a protection group.
() Add to existing protection group
1 Target site () Add to new protection group

E Do not add to protection group now]

2 Virtual machines

3 Target datastore

4 Replication settings

5 Protection group

CANCEL BACK NEXT

Figure 10.28 — Protection group options

11. On the Ready to complete page, click FINISH.

You will now be able to see the VM replication that was just created in Site Recovery under the
Replications tab:

[ Replications {7 Protection Groups ] Recovery Plans
Outgoing [ VCANNOERITANSD AN~ A=00-E0 NoTthEUrOPE.avs... % [ VC.&~1F AR ~AnAA002-0-4N0 saoytheastasia.avs.azure.com eam more [

nEw sELECT AL
xaming

PG Pratec

The

T

i
1ha m
o 7

EXPORT v

Figure 10.29 - VM Replications view
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With that, you have created a VM replication plan. Next, you will need to create a protection group
for the VMs in the replication plan.

Creating and managing protection groups for SRM

Multiple VMs may be included in a protection group that VMware SRM will protect. The recovery
plan, which describes how VMware SRM recovers the VM housed in the protection group, includes
protection groups.

The VMs in the replication plan must be assigned to a resource pool, folder, and network that already
exist on the recovery site. These parameters may be customized for each VM in the protection groups
separately or inside the inventory mappings.

To apply the inventory mappings to each VM in the group, VMware SRM first generates placeholder
VMs on the recovery site. Then, as per the recovery point goal that you specified when you set up vSphere
Replication on the VM, vSphere Replication synchronizes the disk files of the replication target VM.

Follow these steps to create a vSphere Replication protection group:

1. Click on Site Recovery in the vSphere client, and then select Open Site Recovery.
2. Select the Protection Groups tab and click on NEW.

3. On the Name and Direction page, enter a unique name and description, select a direction,
and then click on NEXT:

New Protection Group Name and direction X

All fields are required unless marked (optional)

Name: I VM Protection group 1 I

1 Name and direction

59 characters remaining

2 Type
Description:
{Optional) Test VM protection group
4072 characters remaining
Direction: ° pOl-northeurope-TNTE5 = pOl-southeastasia-TNT64
pOl-southeastasia-TNT64 = pOl-northeurope-TNTGS
Location: O‘

Protection Groups

CANCEL NEXT

Figure 10.30 - Protection group name and direction
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4. On the Type page, select Individual VMs (vSphere Replication), and then select NEXT:

New Protection Group Type X

Select the type of protection group you want to create:

1 Name and direction Datastore groups (array-based replication)

Protect all virtual machines which are on specific datastores.

2 Type , :
° Individual VYMs (vSphere Replication)

Protect specific virtual machines, regardless of the datastores.

() wirtual Volumes (vVol replication)

Recove g Protect virtual machines which are on replicated vWol storage

(") storage policies (array-based replication)

Protect virtual machines with specific storage policies.

CANCEL BACK NEXT

Figure 10.31 - Protection group type

5. On the Virtual machines page, select the VMs that you want to add to the protection group.
(Only VMs that are not a part of a protection group will be listed.) Click NEXT:

New Protection Group Virtual machines X
Select the virtual machines to include in the protection group
1 Name and direction Al Selected (3)
2 Type u [ Virtual machine T T " status T [ Protection Status T
1 esxi-o1 OK Add to this protection group
3 Virtual machines 1 nfs-91 OK Add to this protection group

1 vesa-91 OK Add to this protection group

3 3 VM(s)
CANCEL BACK NEXT

Figure 10.32 - Protection group VMs

6. On the Recovery plan page, you may add a protection group to a recovery plan by choosing
one of the following choices:

* Add to existing recovery plan
* Add to new recovery plan

* Do not add to a recovery plan now
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7. Select Add to new recovery plan. Enter a unique name for the recovery plan and click NEXT:

New Protection Group Recovery plan X

You can optionally add this protection group to a recovery plan

1 Name and direction ") Add to existing recovery plan

I° Add to new recovery plan I

() Do not add to recovery plan now

2 Type

3 virtual machines
Recovery plan name: VM Recovery Plan 1

62 characters remaining

4 Recovery plan

CANCEL BACK NEXT

Figure 10.33 — New recovery plan

8.  On the Missing network mappings page, select one or more networks from each site to add
to the recovery network mapping. Click on ADD MAPPINGS, then click NEXT.

9. On the Missing folder mappings page, select one or more folder options from each site to add
to the recover folder mappings. Click ADD MAPPING and then click NEXT.

10. On the Ready to complete page, review your settings and click FINISH.

The new protection group will now be displayed under the Protection Groups tab:

[/ Protection Groups

Protection Groups Learn more (7
nEw

otection group | Hame

[} VM Protection group o OK Ready

Figure 10.34 — New protection group

Now that we have created a protection group and a recovery plan, we will test and run the recovery plan.
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Testing and running a recovery plan

During a test of the recovery plan, the source VM continues to function in the primary site, and a
replica of that VM is produced in the recovery site in the test network.

Follow these steps to test the recovery plan:

1. In the Site Recovery window, click on the Recovery Plans tab.

2. Select the radio button next to the recovery plan and click on TEST:

site Pair [ replications %/ Protection Groups Recovery Plans
O Recovery Plans Leatn more 2
Recovery Plans HEW EDIT MOVE DELETE TEST] RUN
E] WM Recovery Plan 1 Hame T Status Frotected Site Recovery Site
@ ] VM Recovery Plan 1 * Ready pOtnartheurcpe-TNTES pol-southeastasia- TNTE4

Figure 10.35 - Testing a recovery plan

3. On the Confirmation options page, make sure that you select the Replicate recent changes
to recovery site checkbox, and then select NEXT:

Test - VM Recovery Plan 1 Confirmation options X

1 Confirmation options Test confirmation

f Running this plan in test mode will recover the virtual machines in a test environment on the recovery site.

Protected site: pOl-northeurope-TNT65
Recovery site: pOl-southeastasia-TNT64
Server connection: Connected

Number of VMs: 3

Storage options

Specify whether to replicate recent changes to the recovery site. This process might take several minutes and is only

available if the sites are connected.

I Replicate recent changes to recovery slle]

CANCEL NEXT

Figure 10.36 - Testing a recovery plan confirmation option
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4. Click FINISH on the Ready to complete page after reviewing your options.

5.  After a successful test, make sure you clean up your environment before running the recovery plan:

wmw Site Recovery

[ site P2 [F) replications ':'v‘-" otection Groups [E] recovery Flans

Recovery Plans Learn more (7

Fg WM Recouery Pan 1 Narme + Status Pratected Site Recovery Site

[ @ M Recovery Plan 1 @ Test compiste pol-northeurope-TNTES pOl-southeastasla-TNTE4 ]

Figure 10.37 - Successful test recovery plan

Running a recovery plan

When you choose to run the recovery plan, a scheduled migration is initiated. Planned migration is
the transfer of virtual machines from the protected site to the recovery site in an organized manner.
Planned migration avoids data loss during the orderly relocation of workloads. For the intended
migration to be successful, both sites must be fully up and functioning. Then, if the protected site
fails, DR may be initiated to restore the failed VMs. VMware SRM orchestrates the recovery process
in conjunction with replication technologies to reduce data loss and system downtime.

Follow these steps to run a recovery plan:

1. In the Site Recovery window, click on the Recovery Plans tab.
2. Select the radio button next to the recovery plan and click on RUN.

3. On the Confirmation options page, select the I understand that this process will permanently
alter the virtual machines and infrastructure of both the protected and recovery
datacenters checkbox.



Summary

4.  Under Recovery type, select Planned migration and click NEXT:

Recovery - VM Recovery Confirmation options X
Plan 1

Recovery confirmation

1 Confirmation options
0 Running this plan in recovery mode will attempt to shut down the VMs at the protected site and recover the WMs at the recovery site

Protected site: pOl-northeurope-TNTES
Recovery site: pOl-southeastasia-TNTE4
Server connection: Connected

Number of VMs: 3

| understand that this process will permanently alter the virtual machines and infrastructure of both

the protected and recovery datacenter:

Recovery type

@ Planned migration

Replicate recent changes to the recovery site and cancel recovery if erors are encountered. (Sites must be connected
and storage replication must be avalabie.)

() Disaster recovery

Attempt to replicate recent changes to the recovery site. but otherwise use the most recent storage synchronization
data. Continue recovery even if errors are encountered

CANCEL NEXT

Figure 10.38 — Run a recovery plan confirmation option

5. On the Ready to complete page, click FINISH after reviewing your options.

With that, you have implemented, configured, and tested a recovery plan for your AVS environments.

Summary

In this chapter, VMWare SRM was the focus. You have seen the importance of having a DR solution
for your AVS environments and that SRM is a key solution that is being utilized by many customers.

Then, you learned how to deploy and configure SRM in an AVS environment. You also learned how
the different components of SRM are configured.

Finally, you learned how to test a recovery plan and how to run a recovery plan in case a need is there
for it.

In the next chapter, you will learn how to manage an AVS environment. You will learn about the
different responsibilities and toolsets that can be used to manage your environment.
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Part 4: Governance and
Management for AVS

The purpose of this part is to discuss the governance and management methods used across AVS,
as well as to walk through their best practices.

This part comprises the following chapters:
o Chapter 11, Managing an Azure VMware Solution Environment

o Chapter 12, Leveraging Governance for Azure VMware Solution

o Chapter 13, Summary of Azure VMware Solution, Roadmap, and Best Practices
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Managing an Azure VMware
Solution Environment

AVS is a VMware-validated solution that undergoes continuous validation and testing for vSphere
advancements and updates. Microsoft administers and supports a customer’s private cloud infrastructure
and software. Microsoft assumes this duty, allowing you to concentrate on creating and executing
workloads inside your private cloud and Azure-native resources. Regular updates of the AVS private
cloud and VMware software guarantee that your deployed private cloud has the most recent security,
stability, and feature sets.

Microsoft routinely displays the shared responsibility matrix for Iaa$, PaaS, and SaaS-based solutions.
A shared responsibility matrix is also available for AVS. As can be seen, Microsoft abstracts a significant
portion of continuous maintenance, security, and administration, putting your organization in control
of what matters most, such as guest OS provisioning and virtual machines. You may also consider your
life cycle process and configuration management strategies that can be implemented on Azure. Using
this architecture eliminates some operational obligations, as Microsoft assumes more responsibility
for the AVS infrastructure.

Microsoft is responsible for the underlying infrastructure, which includes the security and patching
of the AVS nodes when you install AVS in Azure. This responsibility changes the traditional process
usually used in an on-premises data center. This change is because AVS is an Azure Managed Service.
This change also allows IT staff to focus on driving change within their mission-critical applications
and workloads. It facilitates a digital revolution that transcends AVS.
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The following table shows the shared responsibilities of Microsoft and customers alike.

Deployment Life Cycle Configuration

Physical infrastructure

Physical security

Azure/AVS portal

Hardware failure

ESXi host

Host patching

NSX-T

Identity management

vCenter

vSAN

Virtual machines

Guest OS

Applications

B Microsoft
. Customer

Table 11.1 - AVS shared responsibility

Throughout this chapter, we will be focusing on the following key areas:

o AVS business alignment

o Managing and monitoring your AVS environment



AVS business alignment

o Configuring Azure Alerts in AVS
o VMware Syslog configuration for AVS

AVS business alignment

IT assets (applications, virtual machines, VM hosts, disks, servers, devices, and data sources) are
managed by the IT department in on-premises environments to support workload operations. IT
management provides processes to help support business operations by minimizing disruptions to
those assets. We have seen many times when the IT department would like to redo these processes for a
more stringent operation but is limited by the possibility of downtime or taking systems offline. When
a company migrates to the cloud, management and operations shift slightly, creating an opportunity
for tighter business alignment for an even more robust process and less downtime.

Creating business alignment begins with term alignment. IT management has accumulated buzzwords
or highly technical terms, just like most engineering professions. Such words can perplex business
stakeholders and complicate mapping management services to business values.

Some terminology, as we know them on-premises, changes when you migrate to Azure. The same is
for AVS. In AVS, there are no VLANs. However, segments are used instead.

Fortunately for us as IT professionals, the process of building a cloud adoption strategy and cloud
adoption plan offers the perfect chance to remap these terms. This approach also allows us to rethink
operational management commitments in collaboration with the company’s IT goals for the future.

Managing and monitoring your AVS environment

Now that you have deployed your AVS environment, it is time to focus on the management and
monitoring aspect to ensure your environment is operating at the highest level to maintain your
company’s service-level agreement (SLA).

The success of your AVS environment is dependent on proper management and monitoring. It is
critical to understand the shared responsibility matrix as you plan your management and monitoring
environment for AVS. Table 11.1 show the areas of responsibility for both Microsoft and the customers.
Microsoft handles the ongoing maintenance, security, and management of cloud resources, leaving
your company to focus on what matters most, such as guest OS provisioning, applications, and
virtual machines.

AVS platform monitoring and management

The following recommendations are to help you monitor and manage your AVS platform.
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Azure native toolset recommendations:

A local identity provider is used by AVS. After deployment, configure AVS using a single
administrative user account. Integrating AVS with Active Directory Domain Services allows you
to track user actions. You will be able to integrate AVS with your AD environment by using the
Run command area in the AVS portal and then selecting the New-LDAPSIdentitySource option:

SDDC | Run command

AVS Private cloud

P Search (Ctrl+/) «

+ Add-ons

VCenter Server inventory (preview)
E¥ virtual machines

1Bl Resource pools/clusters/hosts
@ Templates

8 Networks

8 Datastores

Workload Networking

& Segments

T pHep

B port mirroring

® ons

B8 internet connectivity
Operations

¥ Azure Arc (preview)

O Refresh &7 Feadback

Enable-JetDRForCluster
Install-JetDRWithDHCP
Install-JetDRWithstaticlP

Invoke-Preflightl etDRInstall

Invoke-Preflight/etDRUninstall
Register-JetDRPlugin
Resolve-Hostissue
Uninstall-JetDR
Unregister-JetDRPlugin
Update-JetDRCluster

Microsoft AV Y

Configures an additional cluster for protection. installs vib to all hosts in the cluster and creates storage policies
Deploys JetDr Management Server Appliance(MSA) with Dynamic network IP configurations and configures one cluster
Deploys JetDr Management Server Appliance(MSA) with Static network IP configuration and configures one cluster

Checks to display current state of the system and minimum requirement are met before deploying JeDR. It also checks for minimum of 3 hosts in a cluster, jetdr
vm exists with same name as MSA

Checks to display current state of the system and minimum requirement are met before uninstalling JeDR. It also checks for minimum of 4 hosts in a cluster
Registers JetDR plugin to vCenter

Resolves last failed vCenter task on the host.

Unconfigures cluster, unregisters vCenter from the JetDr MSA

Unregisters JetDR plugin from vCenter

Upgrades JetDR iofitter to latest available update.

Add-GroupToCloudAdmins
Get-CloudAdminGroups
Get-ExtemalldentitySources
Get-storagePolicies

New-LDAPIdentitySource

Ve Soiutions
Add a group from the external identity to the CloudAdmins group
Get all groups that have been added to the dloud admin group
Gets all external identity sources

Gets all the vSAN based storage policies available to set ona VM.

Not Recommended (use New-LDAPSIdentitySource): Add a not secure external identity source (Active Directory over LDAP) for use with vCenter Single Sign-On,

™ Run command

et Adda identity source (Active Directory over LDAPS) for use with vCenter Single Sign-On. |

Figure 11.1 — AD integration using New-LDAPSIdentitySource

The Activity Log keeps track of all actions taken within Azure. These activities include key
and credential listing, as well as creation, updating, and deletion. When someone accesses the
Identity tab of the AVS portal or makes a programmatic request for cloud admin credentials,
for instance, AVS will issue a List PrivateClouds AdminCredentials. Notifications can be
configured to be sent when certain activities are logged using alert rules.

To maintain availability and performance, vSAN storage must be managed properly due to its
limited resource. Only use VSAN storage for workloads on guest VMs. Learn the concepts of
storage for AVS (see Chapter 9).

For the KPIs that matter most to your operations teams, create alerts and dashboards.

Configure Azure Service Health to provide notifications for service problems, scheduled
maintenance, and other occurrences that could affect AVS. These notifications are sent to
Action Groups, which can be used to send voice calls, SMSs, emails, and push notifications to
addresses of your choice. Actions can also be used to trigger Azure and third-party systems,
such as Logic Apps, Automation Runbooks, Event Hubs, and Webhooks.

Azure Monitor Metrics can be used to monitor the baseline performance of your AVS
infrastructure. These metrics can be queried and filtered through the Azure portal, via the REST
API, or by directing them to Log Analytics, Azure Storage, Event Hubs, or Partner Integrations.
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Set up the following alerts in Azure Monitor to send notifications when the cluster’s disk, CPU,
or RAM usage is approaching a critical level:

Metric Alert

CPU - Percentage CPU % >80% warning
Memory - Average Memory Usage (%) >80% warning
Disk - Percentage Datastore Disk Used % >75% critical
Disk - Percentage Datastore Disk Used (%) | >70% warning

Table 11.2 — Metrics alert details

Both Azure Monitor Notifications and Azure Service Health alerts can be automated.
AVS needs 25% of the available slack space on vSAN to meet the SLA.

AVS requires the number of failures to tolerate = 1 for clusters with 3 to 5 hosts, and the number
of failures to tolerate = 2 for clusters with 6 to 16 hosts, to comply with SLA requirements.

You can use Connection Monitor in a hybrid environment to monitor communication between
on-premises and your Azure resources.

In a hybrid environment, you can use Connection Monitor to monitor communication between
on-premises and Azure resources.

I will walk you through creating an alert for AVS using the Azure portal in the Configuring Azure
Alerts for AVS section later in this chapter.

VMware toolset recommendations

Some of the VMWare toolset recommendations are as follows:

With the aid of the diagnostic settings found in the AVS portal under Monitoring, vCenter
logs can be delivered to Storage Accounts or Event Hubs. Log settings can only be configured
via the Private Cloud resource and don't explicitly state this has to be done through the
diagnostic settings.

Log settings aren’t directly configurable within vCenter, only via the Private Cloud resource
in Azure.

While Microsoft monitors the health of vSAN, vCenter may be used to query and monitor
vSAN’s performance. Through vCenter, performance metrics may be viewed from the standpoint
of a VM or a backend, displaying average latency, IOPS, throughput, and outstanding I/O.
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« To give you a better understanding of the AVS platform, think about VMware products such
as vRealize Operations Manager and vRealize Network Insights. Customers can view NSX-T

distributed firewall monitoring information such as vCenter events and flow logs.

o At the moment, vRealize Log Insight for AVS supports pull logging. Only events, tasks, and
alarms can be captured. It is not currently possible to push unstructured data from hosts via

Syslog to vRealize. SNMP traps cannot be used.

« Without deploying Azure Arc for Servers onto AVS VMs, they won't appear in the Azure portal.
An agent-based method of managing and monitoring virtual machines from the Azure control
plane is possible with Azure Arc for Servers. Azure Policy guest setups, Microsoft Defender

VM workload management recommendations

Some of the VM workload management recommendations are as follows:

server security, and deploying the Azure Monitor agent to the guest VMs are all options.

The following screenshot shows that no VMs are visible in the AVS portal because Azure Arc

is not deployed:
[ ¢ |

AVS Private cloud

| £ Search (Ctrl+/)

@ Overview

Activity log

PD. Access control (IAM)

L Tags

£ Diagnose and solve problems
Settings

E] Locks

Manage

# Connectivity

- Clusters

B identity

= Storage (preview)
=} Placement policies

~+ Add-ons

vCenter Server inventory (preview)
I8l Resource pools/clusters/hosts
B Templates
_9_ Networks

i Datastores

SDDC | Virtual machines

«
I (D To discaver VMware infrastructure and workloads, configure Azure Arc using the step by step guidance. Learn more & ]

Figure 11.2 — Azure Arc not deployed for AVS
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+ By default, virtual machines within AVS are handled in the same way as VMware VMs located
on-premises. You can keep utilizing the current agents in AVS for VM-level monitoring.

o Thick provisioning is used in the default storage policy. Consider adopting thin provisioning
for VMs for effective vSAN capacity use. Disk setup can differ for every VM. Depending on
the needs of the workload, a VM may contain thick, thin, or both types of disks.

The following is a list of tools that you can utilize to help with monitoring your AVS environment:

Integration Tool Description

An integrated monitoring tool for gathering,
Azure Monitor examining, and responding to telemetry from
on-premises and cloud environments.

The primary tool for aggregating, querying,
Log Analytics and interactively analyzing logs generated by
Azure resources.

Manages operating system updates for Windows
Azure Update Management and Linux machines on-premises and in
cloud environments.

A solution for managing security-related information
and events in the cloud. In both on-premises
Microsoft Sentinel and cloud contexts, this Azure resource offers
security analytics, alert detection, and automated
threat response.

By offering sophisticated threat prevention across
hybrid and Azure resources, a unified infrastructure

Microsoft Defender for Cloud . .
security management system improves the

security posture.

Table 11.2 - Azure monitoring integration tools

Configuring Azure Alerts for AVS

In this section, you’ll learn how to configure Azure Action Groups in Microsoft Azure Alerts to get
notifications of triggered events that you designate. Additionally, you’ll discover how to use Azure
Monitor Metrics to better understand your private cloud powered by the AVS.
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( 7
Important note

The Account Administrator, Service Administrator (Classic Permission), Co-Admins
(Classic Permission), and Owners (RBAC Role) of the subscription(s) containing AVS private
clouds are automatically notified of incidents affecting an AVS host’s availability and their
corresponding restoration.

G J

Azure Monitor supported metrics and activities

Through Azure Monitor Metrics, the following metrics are visible:

Signal Name Signal Type Monitor Service
Datastore Disk Used Metric Platform
Average Memory Usage Metric Platform
Average Total Memory Metric Platform
Average Memory Overhead Metric Platform
Average Effective Memory Metric Platform
Percentage CPU Metric Platform
Percentage Datastore Disk Used Metric Platform
Datastore Disk Total Capacity Metric Platform
Delete a Activity Log Administrative
PrivateCloud. (Microsoft.AVS/privateClouds)

Create or update a Activity Log Administrative
PrivateCloud. (Microsoft. AVS/privateClouds)

Register Microsoft.AVS resource Activity Log Administrative
provider. (Microsoft. AVS/privateClouds)

All administrative operations Activity Log Administrative

Table 11.3 - Azure Monitor supported metrics, signal types, and service types

Configuring an alert rule for AVS
In the following steps, I will walk you through how to create an alert rule for AVS:

1. From your AVS private cloud, click on Alerts under Monitoring and then click on Create
alert rule:



Configuring Azure Alerts for AVS

1] SDDC | Alerts =

AVS Private loud

£ Search (Ctrl+/) «

= vinual macnines N
1M Resource pools/clusters/hosts

B Templates

B, Networks

B Datastores

Workload Networking h
< Segments

T DHeP

BE port mirroring

© ons

BB internet connectivity

Operations

84 Azure Arc (preview)

™ Run command

Monitoring

6 Metrics

B Diagnostic settings

& Advisor recommendations

+ create v [ Alertrules B Action groups Alert processing rules

columns () Refresh 1 Exporttocsv | ~/ Change userresponse | &¢ Feedback

Set up alert rules on this resource

Get notified when important menitoring events happen on your resource.

Create alert rule

Figure 11.3 - Creating a new alert rule

You will see a new configuration screen, where you will do the following:

* Define the scope
* Configure a condition
* Set up an action group

= Define the alert rule details:

Home > GBB-Brazil-SDDC4_Demo Select a Sigr‘lal X
Create an alert rule
Choose a signal below and configure the logic on the next screen to define the alert condition.
Signal type @O Monitor service ()
Scope  Condition  Actions | All v ‘ ‘ All ~ |
Configure when the alert rule should Displaying 1 - 13 signals out of total 13 signals
~+ Add condition [ Search by signal name |
Signal name T, Signal type 1. Monitor service Ty
Custom log search g Log search Log analytics
Datastore Disk Total Capacity A" Metrics Platform
Percentage Datastore Disk Used A7 Metrics Platform
Percentage CPU A Metrics Platform
Average Effective Memory A7 Metrics Platform

Review + create Previous

Figure 11.4 — Alert rule configuration page

237



238 Managing an Azure VMware Solution Environment

2. Click on Scope and select the target resource you want to monitor. By default, the AVS
environment from where you opened the Alerts will be selected.

3. Click on the Conditions tab and select Add condition. Select the signal you want to create
for the alert rule:

Home > GBB-Brazil-SDDC4_Demo Select a Signal X
Create an alert rule

Choose a signal below and configure the logic on the next screen to define the alert condition.

Signal type (D Monitor service (D

Scope Actions i v (A v

Configure when the alert rule should

Displaying 1 - 13 signals out of total 13 signals

~+ Add condition [P Search by signal name |
Signal name 4+ Signal type 1L  Monitor service T
Custom log search LT Log search Log analytics
A7 Metrics Platform
Percentage Datastore Disk Used A Metrics Platform
Percentage CPU As Metrics Platform
Average Effective Memory A Metrics Platform

Review + create [N I

Figure 11.5 - The selected signal to be monitored

4. Define which logic will trigger the alert and then select Done.
In the following example, the Threshold value is set to 75, and the Unit value is set to TB:

Configure signal logic x

Selected signat: Datastore Disk Total Capacity (Platform)
The satal sapaciy of disk in the datastors

e — o) Churtperiod ©

<Prev Next>
Aggregate ~ Over the last 6 hours ~

3P0 b som s oM Ly
Dotasiore ik Tota Capocity o)
b b e e
23.1n

Split by dimensions

Use dimensions to menitor specific time series and provide context to the fired alert. Dimensions can be efther number or string columns.

1fyou selact mors than one dimension valus, each time seriss that rasuks from the combination will erigger fes own alere and wil be
changed separately. About monioring multiple time series @

Dimension name Gperator Dimension values Include all future values

pre— <= <] (o S0
o o v

@ oritering 1t sares (501t seres]

Auertlogic
Trves

Gperter © Aggregation wpet © Threshois vsiue £ © ner ©

[Gremmerdon ] (e CE AAE =3 |

Condition preview
Whenever the average datastore disk total copacity is greater than 75 Terabyte
Evalusted based on

‘Aggregation granularity (Period) * () Frequency of evaluation (D

[Sominwes < [erem e vimos <

Figure 11.6 — Alert condition configuration
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5. The new condition that you created will be displayed under the Condition tab:

Create an alert rule

Scope Condition Actions Details Tags Review + create

Configure when the alert rule should trigger by selecting a signal and defining its logic.

Condition name

Time series monitored © Estimated monthly cost (USD) 0]
° Whenever the average capacitylatest is greater than 75 terabyte 1 $0.10 ]ﬁ[
1 Total $ 0.10

~+ Add ceondition

Review + create ‘ Previous ‘ ‘ Next: Actions > |

Figure 11.7 — Newly created condition

6. Click on the Actions tab and select + Create action group. The notification’s delivery method

and intended audience are specified by the action group. Email, SMS, Azure Mobile App Push
Notification, and voicemail are all acceptable methods of notification:

Home > Azure VMware Solution > 1 -SDDC | Alerts >

Create an alert rule

Scope  Condition Details Tags Review + create

An action group is a set of actions that can be applied to an alert rule. Learn more

+ Select action groups + Create action group

Action group name Contains actions

No action group selected yet

Review + create | Previous ‘ ‘ Next: Details > |

Figure 11.8 — Creating an action group
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7. On the Basics tab, enter a name for the action group and a display name.
8. Click on the Notifications tab and select a Notification Type and Name. Click on OK. This

example is based on SMS notification:

Home > GBB-Brazil-SDDC4_Demo | Alerts > Action groups > Email/SMS message/Push/Voice
Create action group Add or edit Email/SMS message/Push/Voice action

Email
Basics Notifications| Actions ~ Tags ~ Review + create O
Email ©

Notifications

&3 sMs (Carrier charges may apply)
Country code * | 1

Choose how to get notified when the action group is triggered. This step is optional

Notification type © Name © Selected © Phone number * | 888-222-0000

[ Email/sms messag oice | [ Notify-Adh J 4

(] Azure mobile app notification

\ v \

Azure account email (O

[ voice

Country code @ | 1

Phone number

Figure 11.9 — Configuring the notification

9. After the notifications have been configured, an email or SMS will be sent to the email address
or phone number that was used. In this example, SMS was configured. The following is a
verification SMS that was received:
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10:00

< Facebook

All done. You're in SDDC Action
group. Reply 'STOP' to stop all,
'Disable SDDC Action ' to stop grp,
'HELP' for info. Msg&data rates
apply

Ok Thanks Tomorrow
©F VA EEN FRY NI Y8 BUY BIN FOR BB
A% CH DY RN FCH NEIN N BECY I W

nZXCVBNM@
(]

123 espacio intro

@ Y

Figure 11.10 - SMS notification

10. Click on the Actions tab. You can choose an action to perform when the action group is
triggered. This step is optional. The following screenshot shows the different action types that
can be used. We won't be configuring any actions in this example:

Create action group
Basics  Notifications Actions Tags  Review + create
Actions
Choose which actions are performed when the action group is triggered. This step is optional

Action type @ Name @ Selected @

Automation Runbook
Azure Function

Event Hub

ITSM

Logic App

Secure Webhook

Webhook

| Previous | [ MextTags> |

Figure 11.11 — Action type options
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11. Select the Review + create tab and review the summary page before you click Create.

12. The Alerts menu will display an alert once the metric that was configured has been reached.
Click on the Alert rules tab to view the alert that you created earlier:

[T SDDC | Alerts = X

AVS Private cloud
« + create v |{ Alert rules| % Action groups Alert processing rules == Columns () Refresh L Exportto CSV S Openquery | +/ Change user response | 27 Feedback
Workload Networkin .

9 0 Search Time range : Past 24 hours Alert condition : Fired X Severity:all X i Add filter

& Segments
= oHep Total alerts Critical Error Warning Informational Verbose No grouping ~
[Sp— wo o o o 0 lo

@ DNs

B Intemet connectivity

Name T4 Severity 1y Alert condition T4, User response 1y Fire time 1y

Operations
84 Azure Arc (preview)

™ Run command

B Azure hybrid benefit (preview)

Monitoring

No fired alerts in the past 24 hours

i Metrics
B Diagnostic settings

@ Advisor recommendations

Figure 11.12 - Alert menu

The alert rule is now displayed, and you will be able to see the configuration options that were used
to create the rule. The alert rule needs to be enabled for it to trigger notifications:

Alert rules X

+ Create == Columns () Refresh ¥ Exportto CSV X5 Open query ] Delete [> Enable [] Disable

Subscription : all Signal type : all Severity : all Status : Enabled
Showing 110 1 0f 1 Alert rules. No grouping v

Name Ty Condition Severity Ty Target scope Target resource type  Signal type T Status Ty

SDDC Info Alert DiskUsedPercentage >= 75 |3 - informational sDDC AVS Private cloud Metrics
Figure 11.13 — Alert rules
By now, you should have a very good understanding of the importance of monitoring your AVS

environment, the different metrics to monitor, and how to configure monitoring. In the next section,
we will look at different metrics that you can work with in your AVS environment.
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Metric options for AVS

To see the different metric options for AVS, click on Metrics under the Monitoring section of your

AVS portal. Select the metric that you want from the drop-down list:

4

AVS Private cloud

EECa—
.

Workload Networking
& Segments

T DHCP

Bl Port mirroring
@ DNs

El Internet connectivity
Operations

839 Azure Arc (preview)

B Run command

B Azure hybrid benefit (preview)

Monitoring

B Alerts

Diagnostic settings

& Advisor recommendations

Automation

Tasks (preview)

] Export template

SDDC _

| Metrics

+ Newchart () Refresh |2 Share\/ () Feedback \/

Chart Title &/

5 Add metric *y Add filter %22 Apply splitting

Metric

Metric

SDDC

Scope
~l

| [ stancard metries v

Select metric

v ‘ ‘ Select aggregation

Figure 11.14 - Metric

Percentage Datastore Disk Used |

S Average Effective Memory
% Average Memory Overhead
A Average Memory Usage

& Average Total Memory

% Datastore Disk Total Capacity

% Datastore Disk Used

5 percantans coLL

*r

Filter + Split &

Apply filters and splits to
identify outlying segments

options for AVS

Select a metric above to see data appe

aad

Plot multiple metrics 7

Create charts with multiple
metrics and resources

=)

|5 Line chart v [2

ar on this chart or learn more below:

o]

|
Build custom
dashboards

a

Pin charts to your dashboards

You have the option to change the diagram parameters, such as Time range or Time granularity:

Fowma T«

Workload Networking
& Segments

T DHCP

B Port mirroring
@ DNs

ER Internet connectivity

Operations
84 Azure Arc (preview)
™ Run command

BB Azure hybrid benefit (preview)

Monitoring
B Alerts
fifl Metrics
& Diagnostic settings

@ Advisor recommendations

SDDC

| Metrics

—+ New chart () Refresh |2 Share \/ (©) Feedback \/

-
~
\

Avg Percentage Datastore Disk Used for GBB-Brazil-SDDC4 Demo ¢

% Add metric *y Add filter ¥ Apply splitting

N
5DDC Percentage Datastore Di... Avg @ )

|¢% Line chart \/ [, Drill

X

((Local Time: Last 24 hours (Automatic - 30 minut..

Percentage Datastore Disk Used (Avg)
GBB-Brazi-SDDCA Demo.

21«

Figure 11.15 — Metric options for AVS datastore

Mon 05

(O Last 30 minutes () Last 48 hours

)
(O Last hour

)
(O Last 4 hours

(O Last 12 hours

| (®)vast 24 hours

(O Last 3days
(O Last 7 days
(O Last 30 days
O custom

Show time as.
O utc/amt

(®) Local

UTC-0400
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You can also change the chart type by selecting an option from the drop-down list:

v sDDC | Metrics - >
Ml s private cioud
« 4 Newchart () Refresh 2 Share \/ (©) Feedback \/ (Local Time: Last 24 hours (Automatic - 30 minut..
Workload Networking Avg Percentage Datastore Disk Used for SDDC
& Segments % Add metric *y Add filter %% Apply splitting [ Drillinto Logs \/ ) New alert rule [5] Save to dashboards/ -
T DHCP [ Line chart
~ e Percentage Datastore Di... Avg © 2 Line cha

KX Port mirroring Ilﬁ Area (havt]

% -

DNs thl Bar chart

° qw
¥ Internet connectivity 20% In_ Scatter chart

18% B Gid
Operations

16%
89 Azure Arc (preview) 145
B Run command < 12%

10%
BE Azure hybrid benefit (preview) -
Monitoring 8%

s
E Alerts

P
fifl Metrics o%
o 6om Mon 05 6aM uTc0s00
& Diagnostic settings ook ()

BB Bran SDDCA L

@ Advisor recommendations 21s

Figure 11.16 — Metric chart type

As you have seen, proper administration and monitoring are necessary for an AVS environment to be
successful. You can use native Azure, VMWare, and other third-party tools to manage and monitor
your AVS environment.

In the next section, you will learn how to use the VMware syslogs for AVS as a part of your monitoring
routine for your AVS environment.

VMware Syslogs configuration for AVS

Diagnostic settings are used to configure the streaming export of platform logs and metrics for a
resource to a specified destination. You may configure up to five diagnostic settings to deliver various
logs and data to different locations.

In this section, you’ll set up a diagnostic setting for your AVS environment to collect VMware syslogs.
You will save these syslogs to a blob storage account so that you can look at the vCenter Server logs
and analyze them for diagnostic purposes.

Prerequisites
The prerequisites are as follows:

« An AVS environment with access to the vCenter and NSX-T Manager interfaces

o An Azure storage account to save the logs to
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The following logs are contained in the VMware syslogs:

o NSX-T Data Center Distributed Firewall logs
o NSX-T Manager logs

o NSX-T Data Center Gateway Firewall logs

« ESXilogs

+ vCenter Server logs

o NSX-T Data Center Edge Appliance logs

Diagnostic settings configuration
The steps are as follows:

1. From your AVS portal, click on Diagnostic settings under Monitoring. Click on + Add
diagnostic setting:

. | Diagnostic settings  # X

Resource group

0 Search (Ctrl+/) « O Refresh &7 Feedback

82 Access control (1AM) 2
Diagnostic settings are used to configure streaming export of platform logs and metrics for a resource to the destination of your choice. You may create up to five different diagnostic settings to send different logs and metrics to independent

® T destinations. Learn more about diagnostic settings

<& Resource visualizer Diagnostic settings

Name Storage account Event hub Log Analytics workspace Partner solution Edit setting

£ Events

No diagnostic setings defined
Settings h o

2, Deployments

© security Click'Add Diagnostic setting’ above to configure the collection of the following data:
B rorces  Fow g 1 D50 midguiondecsiors

M Properties ? Reports of DS misgators

A Lodks

Mornitoring

@ Insights (preview)

B Alerts

& Disgnostic settings

#® Logs

@ Advisor recommendations

# Workbooks

Figure 11.17 - Adding a diagnostic setting
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2. On the Diagnostic setting page, enter a name for your Diagnostic setting. Select AllMetrics
and vmwaresyslog. Under the Destination details section, select Archive to a storage account.
Validate your Subscription and a Storage account to send the logs to. Click Save:

Home > SDDC | Diagnostic settings >

Diagnostic setting

ave| X Discard [iil Delete @) Feedback

A diagnostic setting specifies a list of categories of platform logs and/or metrics that you want to collect from a resource,
and one or more destinations that you would stream them to. Normal usage charges for the destination will sccur. Learn

more about the different log categories and contents of those logs

Diagnostic setting name * Kjvmwsyslogs

Logs
Category groups ©

[ audit

Categories

& siiogs

[&7] VMware VCenter Syslog

Metrics

B AMetrics

Destination details

] send to Log Analytics workspace

[ Rchwe 1o 2 storage account

@ Youll be charged normal data rates for storage and transactions when you
send diagnostics to a storage account.
@ showing all storage accounts indluding classic storage accounts

Location
Brazil South

Subscription

[ Azure vMware solutions V]

Storage account *

| Kvmwsyslogs v ‘

[ stream to an event hub

[ send to partner solution

Figure 11.18 - Diagnostic setting options

3. Go to the storage account that you selected for the logs to be saved to. Click on Containers and
verify that the insights-metrics-ptlm container has been created. Click on it:

= kivmwsyslogs | Containers = - x
Storage accaunt

£ Search (Cirl+/) « + Container [ Change accesslevel 7 Restore containers ~ (L) Refresh B Delete

= Overview [ search containers by prefix | @ ) show deleted containers

B Activity log

& T Name Last modified Public access level Lease state

/¥ Diagnase and salve problems [ stags 8/25/2022, 429:01 PM Frivate Availsble

2 Access Contral (1AM) insights-metres-ptim 8/25/2022, 43844 PM Private Available - |

& Data migration
Events

B Storage browser

Data storage
-4 File shares

M Queues

[0 Tables

B Networking

& Azure CON

Figure 11.19 - Insights-metrics-pt1m in the storage container
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4. Browse through the insights-metrics-ptlm container to locate and download the JSON file

so that you can view the logs:

-

Container

P Search (Ctrl+/) «

7 Overview

P Diagnose and solve problems

1 insights-metrics-ptim «

T Upload 3 Change accessfevel

Authentication method: Access key (Switch to
Azure AD User Account)
Location: insights-metrics-ptim / resourceld=

resourceld=/SUBSCRIPTIONS/1CAA!

Blob

© swe X Discard ©) Refresh il Delete & Changetier 57 Acquirelease g Break lesse

Overview  Versions ~ Snapshots ~ Edit ~ Generate SAS

AE9/RESOURCEGRO...

A Access Control (AM) / SUBSCRIPTIONS /1 Properties
ccess Control
9528-18689 / RESOURCEGROUPS / ips7/mvsydogstio- [
PRIVATECLOUD / R e ]
Settings PROVIDERS / MICROSOFT.AVS / LAST MODIFIED 8/25/2022, 4:47:43 PM
PRIVATECLOUDS / sDDC
@ Shared access tokens /y=2022 / m=08 / d=25 / h=21 / m=00 CREATION TIME 8/25/2022, 4:38:44 PM
R e — VERSION ID
ccess policy Search blobs by prefix (case-. e ropend bl
Ml Properties (@ ) Show deleted blobs PP
SIZE 274KiB
Metadata
(] g Add filter ACCESS TIER N/A
ACCESS TIER LAST MODIFIED N/A
Name ARCHIVE STATUS
~ REHYDRATE PRIORITY -
Umu " smvmencrero e
[J & PTiHjson ETAG OxBDABGE3708FCEOD
VERSION-LEVEL IMMUTABILITY POLICY ~ Disabled
CACHE-CONTROL
CONTENT-TYPE application/octet-stream
CONTENT-MDS
CONTENT-LANGUAGE
CONTENT-DISPOSITION
LEASE STATUS Unlocked
LEASE STATE Available

Figure 11.20- Insights-metrics-pt1m in the storage container with a JSON file

You also have the option to send the VMware syslogs to Microsoft Azure Event Hubs or a Log
Analytics workspace.

Summary

In this chapter, we covered the topic of managing and monitoring your AVS environment. A management
and monitoring policy must be in place to help you see and understand what is happening to your
AVS environment at any given time.

You also learned how to configure monitoring and alerting, depending on the severity. Team members
are notified, and the necessary actions can be taken to prevent any outages in your environment.

In the next chapter, we will look at leveraging governance for your AVS environment. You will learn
about the security and compliance tools available to help you keep your environment in compliance.

We will also look at integrating some of the Azure-native services that will help with your compliance
and security endeavors.
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Leveraging Governance for
Azure VMware Solution

AVS is a VMware-powered Azure first-party solution that provides vSphere clusters in a single-tenant
private cloud environment. Users and apps may access it via on-premises vSphere solutions as well as
Azure-based environments or resources. In Azure, the VMware technology stack uses a highly secure
collection of computing, storage, and networking technologies.

An ExpressRoute circuit is not required but highly recommended to connect to Azure Cloud Services
through a dedicated private and redundant Layer 3 network fiber connection with bandwidth up to
100 Gbps. You can connect your AVS environment to your Azure-native environment to consume
the other Azure-native services and solutions.

All provisioned private clouds include vCenter Server, ESXi, vSAN, and NSX-T Data Center, allowing
you to migrate your workloads from on-premises vSphere infrastructures, deploy new virtual machines
(VMs), and consume Azure services.

VMware vSphere clusters are built on top of hyper-converged, bare-metal equipment that “shares
nothing” The AVS cluster design is dedicated and isolated, which means that no other tenant’s
networking, storage, or compute is shared. Microsoft manages the VMware vSphere clusters in Azure
to fulfill performance, availability, security, and compliance needs at scale, while also offering unified
management, networking, and operational controls.

Because AVS runs hybrid workloads across on-premises vSphere and private clouds, offering a single
pane of glass for progressively implementing needed governance and operational management controls
is the optimal way.

We will be looking at the following topics in this chapter, which will help you leverage governance
for your AVS environment:

« A unified security and compliance approach

« Integrating Azure-native tools/services with AVS
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o Security for your AVS environment
o VM and guest application security
o Compliance

« Governance

o Azure-native solutions integration

A unified security and compliance approach

With a shared operating framework, you can run, manage, and protect your applications across your
AVS deployments. You can also use your existing VMware solution tools, such as VMware vCenter
Server, vSAN, and NSX-T Manager, in conjunction with Azure’s scalability, performance, and
innovation. AVS should leverage vSphere role-based access control for increased protection in terms
of access and security. vSphere SSO LDAP features may be integrated with Azure Active Directory.

You can evaluate and manage risk tolerance by identifying high-risk business sectors, translating risk
vectors into controlling corporate policies, and extending governance rules across the Cost Management,
Security Baseline, Identity Baseline, Resource Consistency, and Deployment Acceleration disciplines.

The following tables list several different Azure-native tools that you should utilize to govern your
AVS environment:

Security
Azure Active Securit Azure Azure
Directory Sentinel | Security Baseline i Role-Based
. . Center | Defender
Domain Services Access Control
.Azure Active Secure Score Key Vault Domain | Firewall Identity
Directory Group Controller | manager and Access
Governance
Azure Active Azure Monitor |  Usage and Quota Automation Backup
Directory Privileged Account Center
Identity Management
Extended Security Alert Log Identity Role
Security Updates Analytics Workspace | Governance | (Azure AD)
Compliance
Azure vRealize vRealize
Cost M t| T Compli Poli
Arcmachine | ~0° T onagement | tags | LompHance j FOUCY Log Insight | Network Insight

Table 12.1 - Azure-native governance tools
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SAN Storage | | Network

We will take a closer look at the aforementioned tools later in this chapter.

Integrating Azure-native tools/services with AVS

By integrating Azure-native services into your AVS environment, your workloads will benefit from
unified operations best practices for governance boundaries.

Some of the available Azure-native services and their descriptions are as follows:

Native Azure integration: Connect to Azure services endpoints. Deploy Azure AD as the SSO
identity source for VMware vCenter Server, for example.

Unified VM management: A single pane of glass for managing vSphere-based and Azure-
native VMs with standardized identities, access control, and monitoring.

Single point of support: Microsoft develops, manages, and supports AVS. Microsoft serves as
the only point of contact and arranges support with VMware as needed. This is very important
as it prevents customers from opening support tickets with multiple vendors.

Azure Hybrid Use Benefits (AHUB): Optimizes the use of current Windows Server and
SQL Server licenses. AHUB and Azure Reserved VM Instances provide savings of up to 80%.
Microsoft is the only cloud vendor that allows customers to use their existing Windows Server
and SQL Server licenses in the cloud from on-premises.

Unified licensing and consumption: Avoid needless complexity and feel confident managing
a single vendor for resource use and licensing.

The following is a high-level architectural overview of how a customer connects their on-premises
VMware environment to Azure and AVS:

Customer Azure Subscription

Azure Native Services

& @

Backup Service Azure Files

Storage (Azure) ‘

Azure
Active Directory r

Azure VMware Solution

VMware vCenter
M | ExpressRoute
= i, | vCenter vSphere
LI = = = —. 'ﬁh

ESXi Hosts Compute . HCX

Azure Backbone Network

Figure 12.1 — AVS high-level architecture
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Since AVS and Azure-native services share the Microsoft Azure backbone, connectivity from AVS to
Azure-native services is at the customers’ fingertips. This makes it easier for customers to integrate
AVS with Azure-native services such as Microsoft Azure Backup, Security Center, Azure Arc, Azure
Monitor, and others.

Throughout the rest of this chapter, we will focus on the holistic governance, security, and compliance
of your AVS environment. We cannot talk about governance without talking about security and
compliance. Governance, security, and compliance are the triad needed for a thriving AVS environment.

We will also look into integrating your AVS environment with your Azure-native services and solutions.

We will look at the components in the following order:

o Security for your AVS environment
o Compliance
« Governance

o Azure-native solutions integration

Let’s get started.

Security for your AVS environment

Security is the heart of every solution that Microsoft offers on Microsoft Azure, and AVS is no exception.
Suitable security measures must be implemented for your AVS deployments.

The following aspects should be considered when determining which devices, people, or systems may
execute tasks within AVS and how to protect the environment holistically.

Security for identity

It is very important to make sure that you integrate your AVS environment with an identity provider.
Active Directory Domain Services (AD DS) or Azure AD DS is utilized by most customers. The
following are some key areas that you should focus on:

o Place limits on permanent access: In the Azure resource group that hosts the AVS private
cloud, AVS uses the Contributor role. To avoid deliberate or accidental contributor rights
misuse, limit permanent access. Use a privileged account management system for auditing and
determining the duration that highly privileged accounts may be used.

To manage Azure AD user and service principal accounts, create an Azure AD privileged access
group under Azure Privileged Identity Management (PIM). Create and administer the AVS
environment using this group with time-bound, justification-based access.
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For administrative tasks, operations, and assignments involving the AVS, use the audit history
reports from Azure AD PIM. For long-term audit preservation requirements, the reports can
be archived in Azure Storage.

Identity management for guest VM: To enable effective application administration and prevent
unwanted access to company data and operations:

* Connect the AD DS implementation to Azure AD for improved administration and a unified
experience for guest authentication and authorization. Make sure to implement your identity
management system in a highly available manner to combat any outages of the solution.

* Log all guest access to all VMs and applications.

Centralized identity management: For management and operation of AVS, utilize domain
services-sourced users and groups; do not permit account sharing. It is highly recommended
to integrate the VMware vCenter Server and NSX-T Data Center control applications with
AD DS or Azure AD DS by using the offered c1loudadmin account. Create custom vCenter
Server roles and link them to AD DS groups to restrict privileged access to VMware private
cloud control surfaces at a more granular level.

Restrict access to the vCenter and NSX-T login pages to only specified subnets in Azure and
on-premises. This will prevent rogue actors from attacking those resources.

The passwords for the cloudadmin account on the vCenter Server may be changed or reset
using the AVS pane in Azure. You will also need to update the HCX Connector with the new
vCenter cloudadmin password.

Every time you employ this break-glass arrangement, rotate these accounts according to your
established schedule.

Note

Currently, rotating the password for your NSX-T Manager is not supported by the Azure portal.
You will need to submit a support ticket to Microsoft to get this done.

Network security

Security is the center of Microsoft Azure, and it should be the center of your Azure environment. The
following are network security recommendations for your AVS environment:

Inherent network security features: Implement network security measures such as traffic
filtering, OWASP rule compliance, distributed denial of service (DDoS) prevention, and
unified firewall administration:

253



254

Leveraging Governance for Azure VMware Solution

* Traffic filtering: As you transition your on-premises security zones to AVS, you should
consider implementing network traffic inspection between guest workload segments. You
can accomplish this task using either the NSX-T Data Center or a network virtual appliance
(NVA) of your choice.

* OWASP Core Rule Set compliance: Protect the AVS guest web application workloads from
generic web assaults. Protect web applications hosted on AVS guest virtual machines using
the OWASP capabilities of the Azure Web Application Firewall (WAF) or any WAF-capable
solution. Enable preventive mode with the most current policy and ensure that WAF logs
are integrated into your logging strategy.

* DDoS protection: Implementing DDoS protection will safeguard your AVS workloads
from assaults that result in monetary loss or a bad user experience. Apply DDoS protection
to the virtual network in Azure that hosts the ExpressRoute termination gateway for the
AVS connection. Consider implementing DDoS defense automatically using Azure Policy.

* Unified firewall rule management: Implement firewall rule management to reduce the risk
of unauthorized access caused by duplicate or missing firewall rules. Firewall architecture
adds to AVS’s more extensive network management and environment security posture. Utilize
a managed stateful firewall architecture that permits traffic flow, inspection, centralized rule
administration, and event collecting.

Ingress internet request logging for guest VMs: Use an Azure Firewall or an authorized
Network Virtual Appliance (NVA) that keeps audit logs for inbound requests to guest VMs.
Import these logs into your security incident and event management (SIEM) system for
monitoring and alerting purposes. Utilize Microsoft Sentinel to process Azure event data and
logs before integration with current SIEM systems.

Session monitoring for egress internet connection security: To discover unexpected or
suspect outbound internet activities, utilize rule control or session auditing of AVS’s outgoing
internet access. Determine when and where to deploy network inspection for outgoing traffic
to achieve maximum security.

Use customized firewall, NVA, and virtual wide-area network (Virtual WAN) services for
outbound internet access. You can also use the new release feature of Public IP Capability for
AVS. The following are some of the features of Public IP Capability in AVS:

* Direct inbound and outbound internet access for AVS to the NSX-T Edge
* The ability to receive up to 1,000 or more public IPs
* DDosS security protection against network traffic in and out of the internet

* Enable support for VMware HCX (migration tool for VMware VMs) over the public internet



Security for your AVS environment

Controlled access to the vCenter Server: Unrestricted access to the VMware vCenter Server
for the AVS might extend the attack surface. You can securely utilize a dedicated privileged
access workstation (PAW) to access the AVS vCenter Server and NSX-T Manager. Please create
a user group and include individual user accounts in it.

Secure backups for AVS: Utilize RBAC and delayed deletion to avoid the purposeful or
accidental destruction of backup data required for your AVS data recovery. Utilize Azure Key
Vault to manage encryption keys and restrict access to where backup data is stored to reduce
the risk of destruction.

Use Azure Backup or another backup system verified for AVS that offers encryption in transport
and at rest. Utilize resource locks and soft deletion when utilizing Azure Recovery Services vaults to
prevent inadvertent or purposeful backup destruction.

VM and guest application security

Having security in place for your AVS VMs and the applications that run on them is crucial. The
following are recommendations on how to secure these resources:

Encryption for the guest VMs: Data-at-rest encryption is provided by AVS for the underlying
vSAN storage infrastructure. Data protection measures for some workloads and settings with
filesystem access may call for higher levels of encryption. Consider implementing encryption
for the guest VM operating system (OS) and data in certain circumstances. To encrypt guest
VMs, you can use a solution such as Azure Disk Encryption for Windows VMs

The encryption keys should be kept and secured using Azure Key Vault.

Database encryption and monitoring: Encrypt SQL and other databases in AVS to prevent
unauthorized access to data in the event of a data breach. Use encryption-at-rest solutions such
as transparent data encryption (TDE) or any other native database capability for database
workloads. Verify that workloads use encrypted disks and that those important keys are kept
in a key vault belonging to the resource group. Azure Key Vault is recommended for this.

Reduce the risk of an insider attack by identifying any unexpected database activity. Use native
database monitoring, such as Activity Monitor, or an approved partner solution for AVS.
Consider utilizing the database capabilities of Azure to improve auditing controls.

Advanced threat detection: Utilize endpoint security protection, security alert configuration,
change control mechanisms, and vulnerability assessments to prevent various security threats
and data breaches. Microsoft Defender for Cloud is a very good option for threat management,
endpoint protection, security alerts, operating system patching, and a consolidated view of
regulatory compliance enforcement.
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When deploying new guest VMs or before migration, install the Log Analytics agent on VMware
vSphere VMs. Set up an Azure Log Analytics workspace for the MMA agent to submit metrics
and logs. After the migration, confirm that Azure Monitor and Microsoft Defender for Cloud
receive reporting alerts from the AVS VM.

As an alternative, implement a solution from a partner certified for AVS to evaluate VM security
postures and ensure regulatory compliance with Center for Internet Security (CIS) criteria.

Onboard your guest virtual machines using Azure Arc for servers. Once onboarded, utilize
Azure Log Analytics, Azure Monitor, and Microsoft Defender for Cloud to gather logs and
metrics and construct dashboards and alerts. Utilize Microsoft Defender Security Center to
protect and detect dangers posed by virtual machine guests.

Security analytics: Cyberattacks may be discovered using unified security event collection,
correlation, and analytics from the AVS VMs and other sources. Use Microsoft Sentinel as a
data source for Microsoft Defender for Cloud. Set up Azure Resource Manager, a Domain
Name System (DNS), Microsoft Defender for Storage, and other Azure services necessary for
implementing AVS. Consider utilizing a certified partner’s data connector solution for AVS.

Code security: This is used to mitigate security vulnerabilities in AVS workloads, including
security measures in DevOps workflows. Use current authentication and authorization procedures
such as OAuth and OpenID Connect.

Use GitHub Enterprise Server on Azure VMware Solution (https://learn.microsoft.
com/en-us/azure/azure-vmware/configure-github-enterprise-server)
for a versioned repository that ensures the integrity of the code base. Deploy build and run
agents either in AVS or in a secure Azure environment.

Extended Security Update (ESU) keys: To push and install security updates on AVS VMs,
provide and configure ESU keys. ESU keys for the AVS cluster should be configured using the
Volume Activation Management Tool.

It is important to understand the compliance needs and objectives of your customer. These needs
and goals will differ for each customer based on where they are located in the world and what sector
of business they are operating in.

The following section covers some guidelines to help you comply while operating your AVS environment.

Compliance

The following recommendations should be considered and implemented when preparing for your
AVS environment and workload VM compliance:

Industry or country-specific regulatory compliance: Avoid costly legal proceedings and fines
by ensuring AVS workload VM compliance with country and industry-specific standards.


https://learn.microsoft.com/en-us/azure/azure-vmware/configure-github-enterprise-server
https://learn.microsoft.com/en-us/azure/azure-vmware/configure-github-enterprise-server

Compliance

To meet regulatory requirements, provide firewall audit reporting for TCP port 443/80
(HTTP/S) endpoints.

o Compliance policy for corporations: Workload monitoring is critical for AVS VM’s adherence
to business policies to prevent violations of company norms and regulations. It is recommended
that Azure Arc-enabled servers and Azure Policy, or a comparable third-party solution, be used.
Assess and manage AVS workload VMs and apps regularly to ensure regulatory compliance
with relevant internal and external laws.

+ Microsoft Defender for Cloud monitoring: To monitor compliance with security and regulatory
standards, use the regulatory compliance view in Defender for Cloud. Set up Defender for Cloud
process automation to monitor deviations from the desired compliance posture.

« Compliance for BC/DR: Ensure mission-critical apps are accessible during a catastrophe
by monitoring BC/DR configuration compliance for AVS workload VMs. Utilize Azure Site
Recovery or an AVS-certified BCDR solution, which offers replication provisioning at scale,
noncompliance status monitoring, and automated repair.

» Backup compliance for workload VMs: Monitor AVS workload VM backup compliance to
ensure that the VMs are being backed up on the schedules that have been implemented. Utilize
a certified AVS partner solution for tracking and monitoring workload VM backups that give
a scalable perspective, drill-down analysis, and an actionable interface.

o Data retention and residency requirements: AVS does not allow cluster-stored data retention
or extraction. When a cluster is deleted, all active workloads and components are terminated,
together with all cluster data and configuration information, including public IP addresses.
This data is irretrievable.

o Data processing: Read and understand the legal terms when you sign up. Pay attention to the
VMware data processing agreement for Microsoft AVS customers transferred for L3 support.
If a support issue needs VMware support, Microsoft shares professional service data and
associated personal data with VMware. From that point on, Microsoft and VMware act as two
independent data processors.

Important note

AVS makes no promises that the service’s configuration and metadata are limited to the deployed
region. If your needs for data residency demand that all data exist in the deployed region, get
help from AVS support.

Implement an AVS environment with strong governance throughout your environment life cycle.
This will enable you to explore proposed design elements while your implementation is underway
and help your business achieve regulatory criteria.
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Governance

Consider applying the following recommendations when designing your AVS environment and guest
VM governance.

AVS environment governance

The following governance recommendations will help you to design and implement a robust AVS
environment that will allow for successful deployment and expansion when needed:

« Governance for host quota: Inadequate host quotas might result in a week’s delay in obtaining
additional host capacity for expansion or disaster recovery (DR) demands. When requesting
the host quota, consider growth and DR requirements, and monitor environment growth and
maximums regularly to guarantee sufficient lead time for expansion requests. For example, if a
three-node AVS cluster requires an additional three nodes for disaster recovery, request a host
quota of six nodes. Also, you should anticipate the growth and rate of migration during your
planning stage to understand how many nodes are required for complete workload migration.

« Financial governance: Costs should be monitored to ensure proper financial responsibility and
budget allocation. Use a cost management solution for cost tracking, cost allocation, budget
preparation, alerts, and excellent financial control. Use Azure Cost Management and Billing
capabilities to build budgets, generate alerts, assign expenses, and create reports for financial
stakeholders for Azure invoiced charges. Cost management should be implemented across
your entire Azure landscape.

o VSAN storage space: Inadequate vSAN storage space can affect SLA assurances. Review and
understand the customer and partner obligations outlined in the SLA for AVS. Assign the
proper priority and owners to alerts for the Percentage Datastore Disk Used indicator. 25% of
unused storage space is required for vSAN storage.

o Access to the ESXi hosts: Unlike a VMware environment on-premises, access to the AVS
ESXi hosts is restricted. Third-party software that requires ESXi host access may not operate
as intended. Identify any AVS-supported third-party software in the source environment that
requires access to the ESXi host. For scenarios requiring ESXi host access, submit a support
ticket using the AVS support request procedure in the Azure portal.

« Density and efficiency of ESXi hosts: Recognize ESXi host usage for a favorable return on
investment (ROI). To get the most return on your AVS expenditure, establish a healthy guest
VM density and track total node use against it. When monitoring suggests it, resize the AVS
environment and give yourself enough time to add nodes. Use the Placement policies to help
with this initiative.

o Governance failure-to-tolerate (FI'T): Configure FT'T parameters proportional to the cluster
size to preserve the SLA for the AVS. Adjust the vSAN storage policy’s FT'T parameter to the
correct value when modifying the cluster size to ensure SLA compliance.
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Storage policy for VM template: Too much vSAN storage may be reserved due to a default
thick-provisioned storage policy. Make VM templates that don't require space reservations and
use a thin-provisioned storage policy. Storage resources are more effective for VMs that don't
reserve the entire amount upfront.

Azure-native services integration: The public endpoint for Azure PaaS services can cause
network traffic to leave the secure confines of your virtual network. Therefore, it’s best to avoid
it if possible. Utilize a private endpoint to connect to Azure services such as Azure Blob Storage
and Azure SQL Database and keep all traffic inside the confines of the virtual network.

Governance for network monitoring: You must monitor your internal network traffic for
malicious or unfamiliar traffic, as well as for compromised networks. Implement solutions
such as vRealize Network Insight (VRNI) and vRealize Activities (VROps) for comprehensive
visibility into the AVS networking operations.

Alerts for Service Health, planned maintenance, and security: Understand and monitor
service health to effectively plan and respond to outages and problems. Configure Service Health
notifications for AVS service outages, scheduled maintenance, health advisories, and security
advisories. Plan and schedule AVS workload operations outside of Microsoft-recommended
maintenance schedules.

Governance for workload applications and VMs

Having the correct awareness of your AVS workload security posture VM:s enables you to comprehend
cybersecurity preparation and reaction and give comprehensive security protection for guest VMs and
applications. The following are recommendations for you to implement in your AVS environment:

Logging and monitoring of workload VMs: Before migrating or when adding new workload
VMs to the AVS environment, deploy the Log Analytics agent (MMA) on those VMs. Create
an Azure Log Analytics workspace and connect it to Azure Automation by configuring the
MMA. After migration, use Azure Monitor to confirm the status of any workload VM MMA
agents deployed before migration. To troubleshoot OS and application problems more quickly,
enable diagnostic metrics and logging on workload VMs. Implement log-gathering and querying
features that offer rapid reaction times for troubleshooting and debugging. Enable near-real-time
VM analytics on workload VMs to identify operational problems and performance bottlenecks
quickly. Set up log alerts to record boundary situations for workload virtual machines.

Governance for adding a workload VM to a domain: Use extensions such as
JsonADDomainExtension or similar automation options to minimize error-prone manual
operations when enabling AVS guest VMs to join an Active Directory domain automatically.
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« Update/patching governance for workload VMs: Implement a robust patch management
policy for all your AVS workload VMs. They are leading attack vectors that might expose or
compromise your AVS workload VMs and applications resulting from delayed or insufficient
upgrades or patching. Make sure that guest VM updates are installed on time.

« Backup governance for workload VMs: Schedule frequent backups to avoid missing or relying
on outdated backups, which can result in data loss. Utilize a backup system that can automate
backups and track their success. Monitor and generate alerts for backup-related events to verify
that planned backups succeed. Use Microsoft Azure Backup Server or any other AVS-certified
backup solution.

« BCDR governance for workload VMs: During business continuity and disaster recovery
(BCDR) events, undocumented recovery point objective (RPO) and recovery time objective
(RTO) requirements can result in bad customer experiences and missed operational goals.
Implement DR orchestration to avoid business continuity delays.

o Enable Microsoft Defender for Cloud: For running Azure services and AVS application
VM workloads.

o Use Azure Arc-enabled servers: For managing AVS guest VMs with tools that replicate Azure-
native resource tooling, including the following:

Azure Policy to govern, report, and audit guest configurations and settings
Azure Automation State Configuration and supported extensions to simplify deployments
Update Management to manage updates for the AVS application VM landscape

Tags to manage and organize the AVS application’s VM inventory

Utilize a DR solution for your AVS environment that offers DR orchestration, identifies and reports
any faults or failures with continuous replication to a DR site, and provides DR orchestration. VMWare
SRM, Zerto, and JetStream are some BCDR options for AVS. Document RPO and RTO requirements
for Azure and AVS applications. It is highly recommended that you implement a secure Azure VMware
Solution with robust governance in your environment throughout its life cycle. This will assist your
company in meeting regulatory standards and allowing you to explore suggested design components
while your implementation is in progress.

Azure-native solutions integration

One of the key features of AVS is the capability to integrate the solution with Azure-native solutions.
The connectivity from AVS to the Azure-native environment is done through the included 10 GiB
ExpressRoute circuit. Having both environments sit in a Microsoft data center allows connectivity
while utilizing the Microsoft Azure backbone. AVS can integrate with Azure-native services without
leaving Azure. This is important to understand as the latency is in the sub-millisecond range, making
for an excellent user experience.
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In this section, we will walk through the process of attaching a VM in your AVS environment to an

Azure file share.

Azure Files provides fully managed file shares in the cloud, accessible through the Server Message
Block (SMB) protocol, the Network File System (NFS) protocol, and the Azure Files REST APIL
Cloud-based and on-premises deployments can simultaneously mount Azure file shares. SMB Azure
file shares are available to Windows, Linux, and macOS clients. Linux and macOS clients can gain
access to Azure NFS file shares. In addition, SMB Azure file shares may be cached on Windows servers
using Azure File Sync to access where the data is consumed quickly.

Use cases for Azure Files

The following are some use cases for Azure Files:

Application migration: Applications that rely on file shares to store user or application data may
be easily migrated to the cloud using Azure Files. Both the “traditional” migration scenario, in
which the application’s data is moved to Azure, and the “hybrid” migration scenario, in which
the application’s data is moved to Azure Files, but the application remains on-premises, are
enabled by Azure Files.

Replace or supplement traditional on-premises file servers: Azure Files can be used to replace
or augment traditional on-premises file servers or network-attached storage (NAS) devices.
Azure File Sync may replicate SMB Azure file shares to Windows servers on-premises or in the
cloud for performance and distributed caching of the data. Popular OSs, including Windows,
macOS, and Linux, may immediately mount Azure file shares from anywhere globally. Azure
Files AD Authentication enables AD DS deployed on-premises to provide access control for
SMB Azure file sharing.

Reduce the TCO of AVS: Because Azure Files can be used to replace or augment the traditional
file servers, instead of migrating your on-premises files servers to AVS, you can instead utilize
Azure Files. This will free up your expensive vSAN for more IOPs-driven workloads.

Key advantages

Some of the key advantages of utilizing Azure Files are as follows:

Fully managed solution: Creating Azure file sharing does not need hardware or operating
system management. Azure Files eliminates needing to patch the server’s operating system
with critical security updates or replace defective hard drives.
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Access sharing: The industry-standard SMB and NES protocols are supported by Azure file shares,
so you can easily replace your on-premises file shares with Azure file shares without worrying
about application compatibility. Applications that require shareability benefit significantly from
the ability to share a filesystem across several computers, programs, and application instances.

Availability: Azure Files was developed from the ground up to be always accessible. With
Azure Files in place of on-premises file sharing, network disruptions and local power outages
are no longer a concern.

Ease of use: When an Azure file share is mounted on your PC, accessing the data is as simple
as going to the location where the file share is mounted and opening or editing a file.

Multiple toolsets: As part of the management of Azure applications, Azure file shares may be
created, mounted, and managed using PowerShell cmdlets and the Azure CLI. You can create
and manage Azure file shares using the Azure portal and Azure Storage Explorer.

Familiar programmability: Applications running in Azure can access data in the share via
filesystem I/O APIs. Developers can therefore leverage their existing code and skills to migrate
existing applications. In addition to System I/O APIs, you can use Azure Storage Client Libraries
or the Azure Files REST APL

How to create an Azure file share

Before creating an Azure file share, you need to make sure that you think about how you will use this

solution. Answer the following questions before creating the new Azure file share:

What is the size of the file share? Azure file shares in local and zone redundant storage accounts
may grow up to 100 TB. In geo and geo-zone redundant storage accounts, Azure file shares
are limited to 5 TiB in size.

What are the performance requirements for the file share? There are two types of Azure file
shares: Standard and Premium. The Standard file share is deployed to hard disk drive (HDD)
hardware, while the Premium file share is deployed to a solid-state drive (SSD).

For high IOPs workloads, deploy the premium Azure files.

What are the redundancy requirements for the file share? While geo-redundant, geo-zone-
redundant, locally redundant, or zone redundant storage are all options for standard file shares,
only locally redundant and zone redundant file shares enable the large file share functionality.
Geo-redundancy is not supported in any way by premium file sharing.

In a small number of Azure regions, premium file sharing is offered with locally and zonally
redundant services.
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Prerequisites
The following are the prerequisites to creating an Azure file share:

« A storage account created with the premium option selected for Performance
« The same storage account created with the File shares option selected for Premium account type

« TCP port 445 open on your virtual network (this is only for the SMB file share type)

The following screenshot shows how to create a storage account with the different disk performance types:

Create a storage account

Basics Advanced Networking Data protection Encryption Tags Review

Project details

Select the subscription in which to create the new storage account. Choose a new or existing resource group to organize and
manage your storage account together with other resources.

Subscription * ‘ Azure YMware Sclutions ~ |
Resource group * | -Brazil-SDDC ~ |
Create new

Instance details

If you need to create a legacy storage account type, please click here,

Storage account name (@ * ‘ kjsalbrs |

Region (D * ‘ (South America) Brazil South s |

*
Performance @ O Standard: Recommended for most scenarios (general-purpose v2 account)

[@ Premium: Recommended for scenarios that require low Iatency.]

Premium account type (O * r File shares V'I

Redundancy @ * ‘ Locally-redundant storage (LRS) v|

Figure 12.2 - Storage account options

Creating an Azure file share

After creating your storage account, you can create your file share. This procedure is essentially the
same, whether you're creating a Premium or a Standard file share. The following differences should
be considered when creating a file share.
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Standard file shares can be installed in one of the standard tiers: transaction optimized (the default),
hot, or cool. This is a per-file-share tier that is unaffected by the blob access tier of the storage account
(this property only relates to Azure Blob storage - it does not relate to Azure Files at all). After the share
has been deployed, its tier can be changed at any moment. Premium file shares cannot be switched
to a standard tier directly.

Follow these steps to create an Azure file share in an existing storage account:

1. Loginto your Azure portal and search for the storage account where you will create the file share.

2. From the storage account under Data storage, select File shares | + File share:

& kjsalbrs | File shares =

Storage account

O Search (Ctrl+/) « —+ File share | () Refresh
= Overview B File share settings
Activity log Active Directory: Not configured Soft delete: 7 days SMB Multichannel: Disabled Security: Maximum compatibility

Tags
Search file shares by prefix (case-sensitive) \ (@ ) show deleted shares

Diagnose and solve problems

Name Protocol Provisioned capacity

Data migration
You don't have any file shares yet. Click '+ File share' to get started

L 4
&
8o Access Control (JAM)
[ 4
]

Storage browser
Data storage

Security + networking
# Networking

Access keys

@ Shared access signature

& Encryption

O Microsoft Defender for Cloud
Figure 12.3 — Adding a file share
3. Inthe New file share window, enter a name for the file share, and enter the size of the file share

for Provisioned capacity (I used 1,024 GiB). Specify the storage protocol (SMB or NES). Click
on Create:
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New file share X
Name *

IEEESiEI—Ei I \/l

A premium file share is billed by provisioned share size, regardless of the used capacity.
Learn more

¢ The minimum share size is 100 GiB.
* Provision more capacity to get more performance.

Provisioned capacity * ©

1024 | v
Set to maximum GiB
Performance

Maximum 10/s © 4024
Burst 10/s © 10000
Throughput rate @ 203.0MiB /s

Protocol * @

® sme (O NFs

0 To use the SMB protocol with this share, check if you can communicate over port 445. These
scripts for Windows clients and Linux clients can help. Learn how to circumvent port 445
issues.

Create ncel

Figure 12.4 - Creating a new file share

You will see the new file share that was created. Take note of the Protocol and Provisioned capacity details:

& Kisalbrs | File shares 2 - ®

Storage account
|,r.' Search (Ctrl+/)
= Owerview
& Activity log
& Tags
£* Diagnose and salve problems
P Access Control (LAM)
@ Datamigration

B Storage browser

Data storage

4 File shares

Security + networking
& Neworking
§ Access keys
@ Shared access signature
& Encryption

© Micrasoft Defender for Cloud

| « + Fileshare () Refresh

Fils share seitings

Active Directory: Not configurest Soft delete: 7 days SMB Multichannel: Disabled Security: Maximum compatibility
Search file shares by prefix (case-sensitive) | (8 ) Show deteted shares
Name Protocel Provisioned capacity
I.n Kjfileshare1 SME. FileREST 178 ]

Figure 12.5 — Newly created file share
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Mapping the Azure file share to an AVS VM
Now, we will map the newly created Azure file share to a virtual machine in your AVS environment:

1. Inthe Azure portal, browse to the Azure storage account where you created the Azure file share.

2. Click on File shares, click on the three dots (...) on the file share that was created earlier, and
select Connect:

& kjsalbrs | File shares = -

storage account

b Fileshare () Refresh

Overview ~ File share settings
& Acity log Active Diractory: Not configured Soft delete: 7 days SME Multichannel: Disabled Security: Maximum compatibility
® Tags
Search file shares by prefix (case-sensitive) (@ ) Show dsletad shares

¢ Diagnose and solve problems

o Acoess G A
Access Control (IAM) N
- b Name Protocol Provisioned capacity

@ Data migration
& kjfileshare! SMB, FilsREST 178

B storage browser = P

B change size and

Data storage performance

Security + netwarking (D) Edit metadata

& Networking = View snapshots
Access keys [ Delete share

@ Shared sccess signature

& Encryption

O Microsoft Defender for Cloud
Settings
&= Configuration

& Resource sharing (CORS)
& Advisor recommendations
il tndpoints

& locks
Figure 12.6 — Connecting a file share toa VM
3. Inthe Connect window, make sure Windows is selected as the operating system type. Choose a

Drive letter and select a Storage account key. Then, click on Show Script. Copy the displayed
script and save it to Notepad on your local computer:
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Connect X
kjfileshare1

Eindows Linux macOS

To connect to this Azure file share from Windows. choose from the following
authentication methods and run the PowerShell commands from a normal (not elevated)
PowerShell terminal:

Drive letter

Z v

Authentication method
O Active Directory

K!) Storage account key 1

0 Connecting to a share using the storage account key is only appropriate for admin access.
Mounting the Azure file share with the Active Directory identity of the user is preferred.
Learn more

| Hide Script

$connectTestResult = Test-NetConnection -ComputerMName
kjsalbrs.file.core.windows.net -Port 445
if ($connectTestResult. TepTestSucceeded) {

# Save the password so the drive will persist on reboot

cmd.exe /C "cmdkey fadd:"kjsalbrs.file.core.windows.net™
fuser:™localhost\kjsalbrs™
fpass:™s99/Cdxe+VfzNITgDsaN8qgp2q)BYp+10CSdmlxk05eulLISGUAKY//IwCGymy8S
p3Dhyrk/faElO+AStdtD/AQ=="""

# Mount the drive

MNew-PSDrive -Name Z -PSProvider FileSystem -Root
“\\kjsa1brs.file.core.windows.net\kjfileshare1” -Persist
}else{

Write-Error -Message "Unable to reach the Azure storage account via port 445.
Check to make sure your organization or ISP is not blocking port 445, or use Azure
P25 VPN, Azure 525 VPN, or Express Route to tunnel SMB traffic over a different
port.”

}

Figure 12.7 - Connecting a file share to a VM

4. Connect to the virtual machine that is hosted in your AVS environment. Paste the copied script
into PowerShell and press Enter to run the command. You will see that you have a mapped
network drive with the drive letter you chose.

Azure file share is just one of the many Azure-native solutions you can integrate with your AVS
environment. With the proximity of Azure native and AVS, customers are starting their application
modernization the moment they migrate to AVS.
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Summary

Throughout this chapter, the focus was on how to implement a unified security and compliance approach
for your AVS environment. All your AVS infrastructure can use the same set of apps, allowing for
streamlined management, better security, and a more consistent user experience.

Take advantage of Azure’s scalability, performance, and innovation while using VMware technologies
such as vCenter Server, vSAN, and NSX-T Manager. AVS’s security and privacy can be improved by
using vSphere’s role-based access control. Integration between vSphere SSO LDAP functionalities and
Azure Active Directory is possible.

Monitor for vulnerabilities, transform risk vectors into regulating corporate policies, and expand
governance rules so that they include Cost Management, Security Baseline, Identity Baseline, Resource
Consistency, and Deployment Acceleration to evaluate and manage risk tolerance.

Integrate your AVS environment with Azure-native solutions that will help you to secure your private
cloud and solutions that will help you to offset the cost.

The next chapter is the last chapter of this book. There, we will review the critical themes covered in the
preceding chapters. In addition, we will examine the AVS roadmap and best practices for developing,
deploying, and maintaining your AVS infrastructure.
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Summary of Azure VMware
Solution, Roadmap, and Best
Practices

AVS is a first-party Microsoft Azure service developed in conjunction with VMware that provides a
familiar vSphere-based, single-tenant private cloud on Azure that is like the one used by VMware.
The VMware technology stack consists of the following components: vSphere, NSX-T, vSAN, and
HCX. AVS is installed on dedicated infrastructure in Azure data centers and runs natively on that
infrastructure. In comparison with existing on-premises VMware infrastructures, AVS provides a
consistent and well-known user experience. Customers may deploy an AVS environment in a matter
of hours and migrate VM resources in a matter of minutes. Microsoft supplies all the networking,
storage, management, and support services that are required.

The following is a high-level architectural overview of how a customer connects their on-premises
VMware environment to Azure and AVS. ExpressRoute Global Reach, a capability that connects
numerous ExpressRoute circuits, is used to connect your on-premises environment to your AVS
private cloud.

Customer Azure Subscription

Azure Native Services

& @

Barkup Service Azure Files

Azure VMware Solution
VMware vCenter 5

NSX-T . WSAN .
ExpressRoute
_. vCenter . vSphere .

ESXi Hosts Compute . HCX .
SAN Storage Network ‘ o o o o

Storage (Azure)

Azure
Active Directory

Azure Backbone Network

Figure 13.1 - Relationship between private clouds and VNets
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Throughout this book, we have looked at what AVS is, the use cases for AVS, the networking design,
as well as management and security for AVS. This chapter will bring everything together. We will also
be outlining some kind of roadmap for AVS and talking about some of the best practices based on
customers’ experiences of deploying and managing AVS.

We will be looking at the following topics in this final chapter:

o AVS overview

o Use cases for AVS in an enterprise

« Network and connectivity topology for AVS
o AVSroadmap

o Best practices for planning, deploying, and managing AVS

AVS overview

AVS provides a private cloud environment that can be accessed from both on-premises and Azure-
based infrastructure resources. Azure ExpressRoute, VPN connections, or Azure Virtual Wide-Area
Network (WAN) are options for connectivity. However, to make these services available, specific
network address ranges and firewall ports must be configured.

When a private cloud is deployed, private networks are formed for management, provisioning, and
vMotion. These private networks will be used to connect to vCenter and NSX-T Manager, as well as
to perform VM vMotion and deployment. The private network must be a /22 CIDR. This /22 is only
used for the management components and not for your workload segments. You will need additional
networks for your workloads.

It is possible to link private clouds to on-premises systems using ExpressRoute Global Reach. It
establishes direct connections between circuits at the Microsoft Enterprise Edge (MSEE). Your
subscription must have a Virtual Network (vNet) with an ExpressRoute circuit to on-premises for
the connection to work. The reason for this is that vNet gateways (ExpressRoute gateways) are unable
to transfer traffic across circuits. This implies that you can connect two circuits to the same gateway,
but the traffic will not be transferred from one circuit to another.

AVS hardware and software specification

AVS private clouds and clusters are constructed on top of dedicated bare-metal hyper-converged
Azure infrastructure hosts.

The hardware and software configuration for the different host types that are currently available are
as shown:
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VSAN VSAN Network
SKU |CPU (GHz) RAM | Cache | Capacity | | poce | Resional
(GB) | Tier Tier Cards (NICs) availability
(TB, raw) | (TB, raw)

AV36 | Dual Intel Xeon 576 3.2 15.20 (SSD) | 4x 25 Gb/s All product
Gold 6140 CPUs (NVMe) NICs (2 for | regions
with 18 cores/CPUs management
@ 2.3 GHz, total of and control
36 physical cores plane, 2
(72 logical cores for customer
with hyperthreading) traffic

AV36P | Dual Intel Xeon 768 1.5 19.20 (NVMe) | 4x 25 Gb/s Selected
Gold 6240 CPUs (Intel NICs (2 for regions (*)
with 18 cores/CPUs Optane management
@2.6 GHz/3.9 Cache) and control
GHz Turbo, total plane, 2
of 36 physical cores for customer
(72 logical cores traffic)
with hyperthreading)

AV52 | Dual Intel Xeon 1536 | 1.5 38.40 (NVMe) | 4x 25 Gb/s Selected
Platinum 8270 CPUs (Intel NICs (2 for regions (*)
with 26 cores/CPUs Optane management
@2.7 GHz /4.0 Cache) and control
GHz Turbo, total plane, 2
of 52 physical cores for customer
(104 logical cores traffic)
with hyperthreading

Table 13.1 — AVS nodes hardware SKUs

*The Azure pricing calculator will detail the regional availability of these new AVS nodes.

The AV36P and AV52 are new additions to the AVS node SKU. The AV36 was the only available SKU
until mid-2022. With the introduction of the new AVS nodes, customers will have more options to
choose from based on their workload specifications that will be migrated to AVS.

A minimum of three hosts are required for an AVS cluster. Only hosts of the same SKU may be used
in a single AVS private cloud. Multiple clusters with various host types may be used in a single AVS
environment. Hosts needing to establish or scale clusters are drawn from a separate pool of hosts.
Before joining a cluster, the hosts will need to pass hardware checks. In addition, all data will be wiped.

You may use the Azure portal or the Azure CLI to create new private clouds or scale existing ones.
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Microsoft also upgraded the software version of VMware on AVS in mid-2022. The following table
shows the latest software specifications:

AVS Software Specification

ESXi 7.0 U3c
VMware vCenter Server 7.0 U3c
vSAN 7.0 U3c
vSAN on-disk format 10

VMware NSX-T Data Center 3.1.2 Advance
HCX 442

Table 13.2 - AVS software specification

*AVS Enterprise is now available to customers without any additional cost.

We will now take a look at the architecture of AVS at a high level.

AVS high-level architecture

Each AVS environment is deployed with its own 10 GB ExpressRoute circuit (and thus its own virtual
MSEE device), which allows you to connect the customers’ ExpressRoute circuit using Global Reach.
The normal use of Global Reach incurs a cost. However, when used for AVS and configured from the
Azure portal, the cost is reduced.

See the following high-level AVS networking overview where a customer’s on-premises environment
is connected to Azure using an ExpressRoute circuit, which is terminated in an Azure VNet on an
ExpressRoute Gateway. The ExpressRoute circuit is also connected to the AVS ExpressRoute circuit
utilizing Azure Global Reach. There is also a connection from the ExpressRoute gateway to the AVS
ExpressRoute circuit. See the following high-level AVS networking overview:
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Figure 13.2 — Overview of high-level AVS networking

The architecture in Figure 13.2 is the most commonly used architecture for connecting from AVS to
Azure and also to the customer’s on-premises environment.

There are multiple use cases for a customer to migrate their workloads to AVS. In the next section,
we will look at some of those use cases.

Use cases for AVS in an enterprise

You can migrate your VMware workloads from your on-premises data center to AVS and integrate
additional Azure services with ease using the same VMware tools that you are already familiar with.
However, while there are other advantages, we've identified the top five reasons why AVS is proving
to be the most cost-effective path to the cloud for many enterprises:

Data center footprint deduction, consolidation, and retirement: Nowadays, we see many customers
reducing their on-premises data center footprint for many reasons, including cost, getting out of
managing data centers, and focusing more on their business. AVS helps customers reduce the size of
their data center’s footprint by redeploying their VMware-based VMs on a one-time basis.
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Additional data center: Customers are now able to increase their data center capacity seamlessly and
elastically—while also adjusting their cost-on-demand for short periods of time. We see this kind of
need in the logistic business where customers need to increase their data center capacity for a period
and then decrease that capacity once the need is no longer required.

Disaster recovery and business continuity: AVS can be used as a primary or secondary data center
without the management overhead.

Speed and simplification of migration/hybrid cloud: AVS has proven to be one of the most efficient
and straightforward methods of getting started on Azure without having to make any changes to your
existing apps or servers.

AVS is very cost-effective: When it comes to running VMware apps on Windows Server and SQL
Server, AVS is the most cost-effective option. If you use your on-premises data center effectively,
you can save money by not having to purchase multiple licenses for both on-premises and cloud
applications. WS 2008/2008 R2 has slightly different Extended Security Updates (ESU) duration
coverage as opposed to WS 2012/2012 R2. Additionally, for customers who have software assurance,
you will be able to use your existing Windows and SQL license in AVS.

Network and connectivity topology for AVS

Although it is not required, it is highly recommended to have already deployed an Azure enterprise-
scale landing zone before implementing an AVS private cloud. This will provide a better management
experience for future deployments that accounts for scale, security governance, networking, and
identity. It is best to have that in place before deploying AVS, as this will help you connect your AVS
infrastructure to your on-premises data center, AVS to Azure, and AVS to the internet.

Implementing a VMware software-defined data center (SDDC) with the Azure cloud ecosystem has
some unique design challenges to think about when planning for your deployment.

Some of the challenges include the following:

o Hybrid connectivity to facilitate the connection between on-premises data center, Azure, edge
networks, and global users

o Reliability and performance to scale workloads and maintain low latency and a consistent experience

o A zero-trust network security model for a cloud environment that entails all the network
security that is needed

« Extensibility for ease of expanding your networks without the need for re-architecture

We will now look at the different networking components and concepts used to create the different
connectivity medians for AVS:
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Azure Vnet: Your Azure private networks are built on VNet. When a virtual network is set
up, it behaves and seems much like a traditional network in your own data center. However,
it has the scalability, availability, and isolation benefits of the Azure architecture. When using
Azure Vnet, various Azure resource types, including VMs and databases, can connect safely
and securely to one another, the internet, and on-premises data centers.

Hub-spoke network topology: In this topology, the virtual hub network serves as the central
connection point for multiple spoke virtual networks. A spoke virtual network that connects to
the hub can be used to separate different types of workloads from each other. An on-premises
data center, AVS SDDC, can also be linked up to a hub through a connection point (ExpressRoute
and or a site-to-site (S2S) VPN).

Network Virtual Appliance (NVA): This is a virtual appliance that provides WAN optimization,
security, connectivity to different endpoints, application delivery, and so on. Some examples of
an NVA include F5-BiglIP, Azure Firewall, Cisco Firewall, and Barracuda Firewall. An NVA in
Azure functions the same way a physical appliance does in a customer data center.

Azure Virtual WAN (vVWAN): vWAN is a unique networking service that you can use to
integrate many features such as networking, routing, and security functionalities to provide a
single interface for operation.

Some of the functionalities of Azure vVWAN include S2S VPN connectivity, ExpressRoute
connectivity, which is a private connection, routing, and Azure Firewall. It also includes encryption
for private connectivity. You can start with just one use case, and then add functionalities as
they are needed.

The architecture for Azure vWAN is a hub and spoke architecture that can scale as needed by
adding additional spokes.

Layer 4 (L4): The fourth layer of the OSI model is referred to as L4. It is also known as the
Transport Layer. L4 enables data to be transmitted or transferred between hosts or end systems
transparently. Error recovery and flow control are both handled by L4. The following are some
of the protocols used in L4:

Transmission Control Protocol (TCP)
Multipath TCP (MPTCP)

* User Datagram Protocol (UDP)

* UDP-Lite

* Reliable UDP (RUDP)
AppleTalk Transaction Protocol (ATP)

Sequenced packet exchange (SPX)
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o Layer 7 (L7): The application layer, L7, is the final layer of the OSI model and is the highest
layer. Layer 7 identifies the communication parties and the level of service between them. It
is L7’s job to keep data private and authenticate users, and it does so by looking for any limits
on the data syntax. This layer is responsible for all API interactions. The following are some
of the main protocols of L7:

= HTTP
= HTTPS
= SMTP

Understanding networking requirements for AVS

Setting up the landing zone for AVS requires a thorough understanding of Azure network design and
implementation techniques. A wide range of capabilities is supported by Azure networking products
and services. How to arrange services and choose the right architecture relies on your organization’s
workloads, governance, and requirements since every organization is different.

In the following, you will find some essential requirements and considerations that will affect your
AVS deployment decisions:

« Connectivity from on-premises data centers to AVS - will you be connecting over ExpressRoute
or an S2S VPN, and will ExpressRoute Global Reach be enabled?

o Will AVS be connecting to an Azure vNet hub for connectivity to Azure native services or to
a VWAN hub?

o L2 extension from the on-premises data center to AVS (this is done to retain VM IP addresses).
o Do you have an NVA in your current Azure environment?
« Will applications require HTTP/S or not for internet ingress?

o Traffic inspection needs the following:

* AVS access to Azure native services

= AVS access back to the on-premises data center
* Egress access to the internet from AVS

* Ingress access from the internet to AVS

= Traffic connection with AVS
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Networking scenarios for AVS with traffic inspection

Default route propagation enabled in a secured virtual WAN hub will benefit customers from this
design if the following applies:

Between AVS and their on-site data center, there is no need for traffic inspection.
There is no need for traffic inspection between AVS and their Azure vNet.
Examining the traffic between AVS and the internet is required.

In this design, the customer will have to add services for L4 and L7 ingress if they so require. We
are also assuming that the customer already has an ExpressRoute connection in place between
their on-premises data center and Azure.

You can implement this architecture with the following components:

Application Gateway for L7 load balancing and SSL offloading
An Azure Firewall in the secure VWAN hub (or any other NVA)

Configure L4 destination network address translation (DNAT) on Azure Firewall to filter
and translate ingress network traffic

Configure all egress traffic through Azure Firewall on the vVWAN hub

Implement ExpressRoute, SD-WAN, or a VPN connection between AVS and the on-premises
data center
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The following diagram illustrates scenario I:

Scenario 1: Secured Virtual WAN Hub with default route propagation
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Figure 13.3 — Secure VWAN hub with default route propagation enabled

Things to consider

If the default 0. 0. 0. 0/0 route that is being advertised from AVS is interfering with your existing
environment, you will need additional steps to prevent route propagation.

To solve this problem, you can do the following:

o Use an on-premises edge device to block the 0.0.0.0/0 route

o Otherwise, try the following:

= Disconnect the ExpressRoute, VPN, or virtual network from the secured vWAN hub

= Reconnect those connections once the 0.0.0.0/0 route is disabled
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Enterprise-scale for AVS is an open source set of Azure Resource Manager and Bicep templates for
planning and deploying AVS. You may consider it a template for building a scalable AVS that can scale
up in the future. This open source solution explains how to construct a scalable AVS environment using
Azure landing zone subscriptions. It also uses an example to demonstrate how to set up subscriptions.
With a focus on large-scale deployment design concepts, the implementation follows the architecture
and best practices of the Cloud Adoption Framework’s Azure landing zones.

Planning for an AVS Deployment

Building VMs and migrating successfully requires a production-ready environment, which can only
be achieved with careful planning of your AVS deployment. You'll identify and gather the many pieces
of information for your deployment as you go through the planning phase. Please keep a record of
the data you gather as you plan so you can refer to it while deploying. You’ll have a production-ready
environment for VM creation and migration following a successful deployment.

See the components below for a successful AVS deployment:

o Select the region, Azure subscription, resource group, and name of the resource for your
AVS environment.

« Depending on the size of the hosts, determine the number of clusters and hosts needed for
your deployment.

o For an eligible Azure plan, request a host quota (eligible Azure plans are EA, CSP, MACC,
and MCA).

o Request a /22 address space from your networking team. This will be used for the management
components of AVS.

o Request a single network from your networking team for your workload segment. This can
be a /24 address space.

 You will need an ExpressRoute gateway if one does not already exist in your VNet hub in Azure.

Subscription identification

One thing you will need to do is to identify the subscription that you will be deploying the AVS in.
An Azure subscription is a logical grouping of Azure services associated with an Azure account. You
will need to have a subscription to use Azure’s cloud-based services since it acts as a single billing unit
for Azure resources used in that account.

An Azure subscription is linked to a single account used to create the subscription and is used for
billing purposes. A subscription can contain numerous resources.

You can have many subscriptions for various reasons, including billing, because each subscription
creates its own set of billing reports and invoices.
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You can use an existing subscription or create a new one for AVS.

The following is an illustration of the relationship of an Azure subscription with other Azure components:
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Figure 13.4 — Azure subscription flow

Resource group identification

After the subscription is identified, you will now need to decide on the resource group. You can either
utilize an existing resource group or create a new one specifically for AVS.

A resource group is an Azure solution container that stores related resources. The resource group can
contain all the solution’s resources or just the ones you want to manage as a group. Based on what
makes the most sense for your company, you select how to allocate resources to resource groupings.
Add resources with the same lifetime to the same resource group to make it easier to publish, update,
and delete them.

The metadata about the resources is stored in the resource group. As a result, when you specify a
location for the resource group, you're also specifying the location of the metadata. You may need to
verify that your data is stored in a specific location for compliance reasons.
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Azure region

An Azure region consists of multiple data centers to provide redundancy and availability of your
applications. You create Azure resources in defined geographic regions such as East US, North Central
US, or West US. This method allows you to be more flexible when designing apps, allowing you to
create solutions that are the most useful to your customers while also meeting any legal, compliance,
or tax requirements.

It is possible to have multiple resources communicating with each other in different regions. However,
it is highly recommended that all resources for your AVS be deployed in the same region.

Region pairs in Azure

Within the same geography, each Azure region is associated with another. This strategy provides
for resource replication across geographies, such as VM storage, which should lessen the likelihood
of natural disasters, civil unrest, power failures, or physical network outages hitting both regions
simultaneously. Region pairs also have the following advantages:

« In the event of a more significant Azure outage, one region from each pair is prioritized to help
speed up application recovery

o To minimize downtime and the possibility of an application outage, planned Azure updates
are rolled out one by one to paired regions

Note

You can see the full list of Azure regional pairs at https://docs.microsoft.com/
en-us/azure/virtual-machines/regions.

AVS resource name

The resource name, for example, ABCPrivateCloudl, is a polite and descriptive name for your
AVS private cloud.

It’s critical to note that the name can’t be more than 40 characters. You won't be able to create public
IP addresses for usage with the private cloud if the name exceeds this limit.

Determining the number of nodes

You’'ll need to specify the number of hosts you wish to deploy when deploying your AVS environment.
Clusters can be added, removed, and scaled. By default, one vSAN cluster is established for each private
cloud. Three nodes are the minimum for an AVS cluster.

It is highly recommended that an assessment be done in your on-premises environment to determine
the VM count, CPU usage of each VM, and storage usage. There are different tools that you can use for
this assessment. Azure Migrate, Movere, and RV Tools are examples of assessment tools that you can use.
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Once the assessment is done, work with your Microsoft account team where they will do a node count
exercise and calculate pricing.

Most other cluster configuration and operation aspects are handled by vSphere and NSX-T Manager.
VvSAN oversees all local storage on each host in a cluster.

Host quota request for AVS

AVS is not enabled in your Azure subscription by default. Because of this, you will need to submit a
support ticket to have your AVS hosts allocated to your subscription for either a new deployment or
an existing one.

Requesting a /22 address space for AVS management components

A /22 address space is required for AVS deployments. This address space is then broken up into
smaller segments that are used for the management components of AVS. These components include
vCenter, NSX-T, HCX, vMotion, and the Tier-0 gateway. The following diagram shows the IP address
segments for AVS management:

Microsoft Azure Backup Server recommended design for AVS
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Please note that no current network segment on-premises or Azure should overlap with the /22

CIDR network.

Defining the AVS workload network segments

The VMs must connect to a network segment, just as with any other VMware vSphere environment.
As the AVS’s production deployment grows, it's common to see a mix of on-premises L2 extended
segments and local NSX-T network segments. The L2 network is normally extended when customers

want to retain their current IP addresses.

In Figure 13.6, you can see two NSX segments where the customer workload VM resides in AVS:
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Figure 13.6 — AVS workload segments
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Determine a single network segment (IP network) for the initial deployment, suchas 10.0.2.0/24.
During the first deployment, this network section is mainly utilized for testing. The address block
must not overlap with any network segments on-premises or in Azure, and it must not be within the
already specified /22 network segment.

Defining the virtual network gateway

AVS can be connected to an Azure S2S VPN connection. However, because of the low latency
requirements, having a dedicated connection with minimal latency, such as an ExpressRoute circuit,
is strongly recommended. The following diagram illustrates an ExpressRoute Gateway connection:

Microsoft Azure Backup Server recommended design for AVS

[ -
On-Premises
Datacenter — =
(] ] ]
Customer
Edge Router
msee A Global Reach
() ExpressRoute Connection
ExpressRoute
Connection @
i
P
3
Vnet Pairing
-—
GatewaySubnet Subnet 1
¢.> |Spoke 1 Virtual Network " "
. Management, vMotion, VSAN Networks| e
4> | Hub Virtual Network Management
@ I e
Azure vCenter, NSX-T,
Region ‘vCenter NSX Mngr HCX Mngr HCX
B ) ..
Hoste Hosts Hosts for Private
Cloud
xxxx/22
\_ VSAN Datastore
. Azure VMware Solution

Figure 13.7 — ExpressRoute Gateway connection
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To connect AVS to your Azure VNet, you will need to make a connection from the AVS ExpressRoute
circuit, you'll also need an Azure Vnet gateway. You can use an existing ExpressRoute Vnet gateway
or create a new one if none exists.

This connection gives a customer access to the other Azure services from AVS. You can choose between
four different ExpressRoute Gateway SKUs, such as Standard, HighPerformance, UltraHighPerformance,
and ErGwlAz - ErGw3Az (a zone-redundant gateway option). These gateways have throughput speeds
of 1 Gbps, 2 Gbps, and 10 Gbps, respectively.

Managing an AVS environment

A VMware-verified solution, AVS is tested and certified regularly to ensure compatibility with the
latest version of vSphere. Private cloud infrastructure and software are managed and supported by
Microsoft for a customer. Microsoft handles everything for you so that you can focus on developing
and deploying workloads using the native Azure resources and your private cloud. You can rest assured
that the continuous updates for AVS private cloud and VMware software guarantee that your deployed
private cloud is up to date with the most recent security, stability, and feature sets.

Microsoft frequently updates the shared accountability diagram for IaaS, PaaS, and SaaS-based services.
AVS additionally includes a responsibility allocation matrix. As you can see, Microsoft abstracts a large
chunk of continuous maintenance, security, and administration, leaving your business free to focus
on more strategic goals, including the deployment of guest OSes and VMs. Life cycle process and
configuration management solutions that can be deployed on Azure should also be taken into account.
With this setup, Microsoft takes on more of the burden of maintaining the underlying infrastructure
for AVS, relieving you of some of the burdens typically associated with doing so.

Microsoft handles the underlying infrastructure when AVS is implemented in Azure. This responsibility
modifies standard operating procedures and process flows for IT departments where central IT staft
manages the on-premises VMware infrastructure and will need to adjust their standard operating
procedures and process flow as a result of this duty. The IT department is unable to do things such
as acquire root access to individual ESXi servers. Because of this strategy, operations engineers can
stop worrying about the mundane tasks of maintaining a standard VMware environment and instead
concentrate on developing new features for the applications and workloads that are the foundation
of their company’s mission. The scope of the digital transition is expanded much beyond that of
audiovisual systems.
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The following table shows the shared responsibilities of both Microsoft and customers.

Deployment Life cycle Configuration

Physical infrastructure

Physical security
Azure/AVS portal
Hardware failure
ESXi host

Host patching
NSX-T

Identity management

vCenter

vSAN

Virtual machines
Guest OS
Applications

PMicrosoft

. Customer

Table 13.4 - AVS shared responsibility

Leveraging governance for AVS

AVS is a VMware-powered Azure first-party offering that offers vSphere clusters in a single-tenant
private cloud environment. The VMware technology stack utilizes Azure’s highly secure computing,
storage, and networking technologies. Users and applications can access it using both on-premises
vSphere solutions and Azure environments or resources.

Connecting to Azure cloud services using a dedicated private and redundant Layer 3 network fiber
connection with up to 100 Gbps throughput does not require an ExpressRoute circuit, but it is strongly
recommended. You can link your AVS environment to your Azure native environment to access the
other Azure native services and solutions.

All private clouds contain vCenter Server, ESXi, vSAN, and NSX-T Data Center, allowing you to move
workloads from on-premises vSphere infrastructures, deploy new VMs, and utilize Azure services.
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VMware vSphere clusters are constructed atop hyper-converged, bare-metal hardware that shares
nothing. The AVS cluster design is dedicated and isolated, meaning that no tenant’s networking, storage,
or computation is shared. Microsoft maintains VMware vSphere clusters in Azure to simultaneously
meet performance, availability, security, and compliance requirements while providing unified
management, networking, and operational controls.

Since AVS operates hybrid workloads across on-premises vSphere and Azure private cloud, it provides
a single pane of glass for gradually integrating essential governance and operational management
controls as the optimal execution method.

AVS roadmap

AVS is the quickest and most cost-effective method to quickly move and operate VMware in the
cloud, thanks to its unique Azure hybrid features and ESU for Windows Server and SQL Server. AVS
provides parity with on-premises infrastructures, allowing data center migrations to be hastened and
cloud advantages to be achieved sooner. This symmetry also allows IT teams to use the same VMware
skills, procedures, and investments established in on-premises VMware systems. AVS provides a
straightforward method for extending and migrating existing VMware private clouds to operate
natively in Azure.

Since the launch of AVS 2 years ago, Microsoft has continued to make enhancements to the solution
while ensuring that global customers have access to the solution. As of the writing of this book, AVS
is now available in 24 regions globally.

The following are the new features and enhancements that have been added to AVS as of January 2022:

o VMware vSphere 7.0: Microsoft upgraded AVS from vSphere 6.7, which is now globally
available. Any new AVS deployment will be on the new vSphere v7.0.

o Support for Public IP to the NSX Edge for AVS: The availability of a new Public IP feature
is now on AVS. Most client applications operating on AVS need internet connectivity. These
applications require both inbound and outbound internet access. AVS Public IP is a streamlined
and scalable solution for operating these applications. With this capacity, we can do the following:

AVS has direct inbound and outbound internet connectivity to the NSX-T Edge

The capability to receive at least 1,000 Public IPs

Protection against DDoS attacks against network traffic entering and leaving the internet
Enable support for VMware HCX (VMware VM migration tool) over the public internet

Global expansion to 24 regions
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= Azure NetApp Files data stores for AVS
= JetStream DR for AVS

* VMware vRealize Log Insight Cloud for AVS is now generally available

« VMware HCX Enterprise Edition: VMware HCX Advanced is the default version that is
deployed with AVS. Customers will need to submit a support ticket from the Azure portal to get
an upgrade to HCX Enterprise. HCX Enterprise is available to customers at no additional cost.

You can also reference any new features added in 2022 by reviewing the What’s new in Azure VMware
Solution Microsoft doc (https://learn.microsoft.com/en-us/azure/azure-vmware/
azure-vmware-solution-platform-updates).

Microsoft will continue to add more features and upgrades to AVS.

Best practices for planning, deploying, and managing AVS

As a private cloud on Azure, AVS is a specialized infrastructure bundle with VMware vSphere clusters.
Three ESXi hosts are required for the initial deployment; however, you can add additional hosts one
at a time, for up to 16 hosts per cluster. vCenter Server, vSAN, ESXi, and NSX-T Data Center are
components deployed as a part of the solution. Workloads from your on-premises VMware vSphere
systems may be migrated or expanded to AVS. On-premises resources, resources in a private cloud,
and additional resources in the Azure public cloud may all be added to your AVS private cloud.

Many business and technical considerations must be made while planning your AVS adoption journey,
including scoping, architectural design, assessment, implementation, and management. As with any
successful project, setting your goals and success criteria early on is critical to building the proper
solution for the company’s requirements.

The following is a list of some of the best practices to follow when planning to adopt AVS:

« On-premises environment assessment: An assessment of your on-premises data center must
be done to understand your workload inventory, what should be migrated, and help to create
a migration timeline.

You can use Movere, Azure Migrate, or do an RVTools export to get the needed data. The
assessment will also help to determine the size of your AVS environment. An assessment will
also help you decide your monthly cost for running your AVS environment.

« Use case for adopting AVS: Identify the use case for adopting AVS. There are a number of different
use cases why a customer will decide to utilize AVS. Some of those use cases are as follows:

* Retiring a data center: Some customers a looking to move out of their on-premises data center
for various reasons, such as an increase in the overhead management cost of this data center


https://learn.microsoft.com/en-us/azure/azure-vmware/azure-vmware-solution-platform-updates
https://learn.microsoft.com/en-us/azure/azure-vmware/azure-vmware-solution-platform-updates

Best practices for planning, deploying, and managing AVS

* Need for an additional data center: Customers who want to add another data center but
do not want a traditional brick-and-mortar building

* Customers looking to get migrate to the cloud without modernizing or re-architecting
their applications: AVS has proven to be one of the fastest and most simplified ways to get
started in Azure without any modification to your existing applications and servers

Once the assessment is completed and the use case is identified, you should now focus your attention
on the following business criteria:

Timeline for migration to begin and be completed

Identify the set of applications that will be migrated first (many customers do a proof of concept
before migrating production applications)

Understand the SLA for AVS
Azure region
Azure subscription

How many AVS nodes are required

Architectural design for AVS

Following the assessment and use case identification, you will be able to build an architectural design

in collaboration with Microsoft and a partner. Typically, as part of the discovery phase and technical

review, the following subjects will need to be addressed and reviewed:

AVS overview

* AVS node size and quantity

= Storage

* Networking and connectivity
* Access and identity

* Management and monitoring
= Compliance

* Identity

= Governance
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o Security and networking

Azure landing zone design and integration
Firewall

ExpressRoute and WAN connectivity
Internet egress and ingress

L2 extension

Overall network flow

« Migration and management

After the preceding criteria have been established and agreed upon by the different domain owners
(networking, security, and operations), you can begin the AVS adoption with a pilot or proof of

Migration timeline

Business continuity and disaster recovery options
Backup tools and available options

Monitoring toolsets

Identity integration

concept. We advise you to deploy and test the following:

« Pilot deployment:

o AVS pilot phase: At the end of an AVS pilot, you will want to make sure that the success
criteria that were set have been met by comparing the pilot to your established business and

Deploy the AVS nodes

Configure network connectivity
ExpressRoute Global Reach to on-premises
Azure Gateway connection to Azure

HCX configuration

Configure any additional Azure native services and third-party applications

technical baselines.

o AVS production environment: Plan for the transition from a pilot environment to a production
AVS environment. Implement a migration plan and understand your node capacity requirements

for your production AVS environment.



Summary

Customers often want to optimize their existing applications in AVS. This is made possible through
resource management, monitoring and security, storage, and other Azure services. Once your AVS
environment is configured and operational, the hub and spoke network connection provides a smooth
expansion path to other Azure native services.

Summary

In this chapter, we did a quick recap of AVS, its common use cases, and new additions to the solutions
since the beginning of 2022; we also walked you through some of the best practices for planning,
implementing, and managing your AVS environment.

AVS is the fastest and cheapest path to start your cloud migration journey. For customers who are
considering adding a new data center for BCDR or want to migrate their on-premises VMware
workloads without refactoring their infrastructure and/or applications, AVS is the perfect solution.

Make sure to have all of your domains (networking, security, and management) onboard during your
planning and deployment phases. This will create the much-needed unified approach when getting
ready for your cloud journey.

AVS is a VMware-verified solution. Microsoft continually validates and tests enhancements and
upgrades to ensure the integrity of AVS and its platform. Microsoft manages and updates all hardware
and software for the private cloud. In doing so, you can put your attention to where it belongs: on
creating and executing workloads in your private clouds, where they can best serve your company.
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