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Preface

The preface is defined by “an introduction to a book, typically stating its subject, 
scope, or aims.”

I will try to answer what a preface should contain with 5 W’s over here, which will 
mostly cover all the aspects and the areas which I want to touch.

Why am I writing this book?

When I thought of getting into Machine Learning, I faced a few hurdles. One of 
the major hurdles was how to get started with Machine Learning. I referred to a 
lot of online courses, videos, and books, but in some of the places, the material 
is extremely math-centric, and others were only practical with no mathematical 
explanations. Another major hurdle was the reference material, which was meant 
for beginners. It hardly contained any mathematics, and the explanations were 
too simple to dive further into that topic. Similarly, some materials were overly 
complicated, where someone might get lost easily as there is a lot of information.
 
What motivated me to write this book?

Being a machine learning enthusiast, when I was trying to jump into and take 
Machine Learning as my career, I did not find any suitable books or videos that 
will help someone to onboard into the field of machine learning with ease as I had 
mentioned earlier. The things which I didn’t get in a particular material are the 
right quantity of maths and coding with practical projects and an explanation of 
basics. This exact point motivated me to write a well-balanced book that can be 
utilized and enjoyed by a varied type of readers.
  
Who are the readers of the book?

This book is not a traditional book you would find in an online or offline 
marketplace. It is a project book, and has all the basic as well as some advanced 
concepts of machine learning introduced and explained using sufficient but not 
overwhelming mathematical concepts.

Keeping all the things in mind, this book can be beneficial for multiple reader 
groups like machine learning enthusiasts, professionals, and students who want 
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to get the flavor of machine learning in reality. Apart from the shared benefits of 
the book, one can also use this particular book as a Reference Guide or to know 
different machine learning practitioners’ ways of solving a problem.

What will you find in the book?

The primary goal of this type of book is to provide the right skills and the necessary 
background to build a machine learning model and Predict what? Along with 
building a machine learning model, one will also learn the importance of data pre-
processing, model evaluation, and model retuning to get better accuracy from the 
output.

This book contains real-life examples that will give everyone the experience to 
handle the entire pipeline for a machine learning project. Over the five chapters in 
the book, you will learn the following:

	 •	� Chapter 1: It gives an introduction on how to handle data, basics of 
O.S.E.M.N. Framework, and an explanation of its components.

	 •	� Chapter 2: This chapter delves into the techniques used for data exploring, 
and analyzing and crunching the data.

	 •	� Chapter 3: This chapter onwards, I have introduced Machine Learning 
concepts like Clustering, Regression, and Classification.

	 •	� Chapter 4: This chapter focuses on the Classification problem and inferring 
through a unique type dataset where we are not aware of the features.

	 •	� Chapter 5: It deals with Model retuning and improving model performance 
to achieve improved results.

What will be the impact after reading the book?

This book is written using the method of Incremental Writing, i.e., concepts are 
written down and assembled incrementally. If one reads the book from Inception 
to the very end, then the person will be capable of performing Data Analytics, 
obtaining various insights from the Data, Understand the Business problem and 
make a Predictive Model, and finally tune the Model to get optimal accuracy.
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Chapter 1
Boston Crime

Introduction
Everyone has heard that “Data1 is the new oil,” and data is freely available 
everywhere, starting from newspapers, Twitter, etc. Just the crude oil, i.e., data, has 
no value by itself, so we will be using different techniques to make sense of the data 
and gain some information2 out of it. 

Let us start with the basics like O.S.E.M.N. Framework, E.D.A., and some visualization 
techniques. This chapter will mostly cover some basics of Data Exploring and how 
to implement some techniques for data cleaning as well. 

This chapter is extremely important as it is the introduction to Machine Learning 
and Data Science. The readers will get the skill and the confidence to play with the 
data and draw various insights out of it.

Structure
	 •	 Types of data
	 •	 Let’s talk about the Boston dataset
	 •	 O.S.E.M.N. framework

1	 “Data - Wikipedia.” https://en.wikipedia.org/wiki/Data.
2	 “Information - Wikipedia.” https://en.wikipedia.org/wiki/Information.
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Objective
In this chapter, we will mostly look into the concept of data analysis and see some 
techniques to clean the data. At the end of the chapter, the reader should have the 
ability to process the data and have great insight into the data we are using.

What is Data?
As per the definition of data, it is the “facts and statistics collected together for 
reference or analysis.” But we will define Data as a set of values of subjects concerning 
qualitative or quantitative variables. Data and information or knowledge are often 
used interchangeably; however, data becomes information when it is viewed in 
context or post analysis3.

Types of Data
	 ●	 Structured data - Structured data is generally stored in tabular form, and 

it can be stored in a relational database. It can be names, phone numbers, 
location, or other metrics like distance, loan amount, etc. and generally, we 
can query the relational table with SQL. 

	 ●	 Semi-structured data - Semi-structured data is similar to structured data, 
but it does not follow the conventional relational table structure. Files like 
XML, JSON, etc. are examples of semi-structured data.

	 ●	 Unstructured data - As the name suggests, unstructured data follows no 
formal structure or relational table. E.g., texts, tweets from Twitter, Media 
(Audio-Video, etc.)

These are some of the building blocks of data types4 which are used in machine 
learning.

For this chapter, we will use structured data taken from the Boston Police Department.

Let’s talk about the Boston dataset
Boston crime dataset5 is a collection of crime incident reports that are provided by 
the Boston Police Department (BPD). This dataset documents the initial details 
surrounding an incident to which BPD officers respond. This is a dataset containing 

3	 “Data - Wikipedia.” https://en.wikipedia.org/wiki/Data.
4	 “Data Types: Structured vs. Unstructured Data | Big Data Framework©.” 22 Mar. 2019,  

https://www.bigdataframework.org/data-types-structured-vs-unstructured-data/.
5	 “Crime Incident Reports (August 2015 - To Date) (Source: New System ....”  

https://data.boston.gov/dataset/crime-incident-reports-august-2015-to-date-source-new-system.)



Boston Crime      3

records from the new crime incident report system, which includes a reduced set 
of fields focused on capturing the type of incident as well as when and where it 
occurred. Records in the new system begin from in June of 2015.

So, the first thing we should do is to know the different features in the dataset.

Data dictionary
Any standard dataset will contain a data dictionary. As per definition, a data 
dictionary is “a set of information describing the contents, format, and structure of 
a database and the relationship between its elements, used to control access to and 
manipulation of the database.” As mentioned before, we are using structured data, 
so this can be stored in a relational database. Table 1.1 shows the data dictionary with 
all the details. 

Field Name, Data Type, Required Description

[incident_num] [varchar] (20) NOT 
NULL,

Internal BPD report number

[offense_code] [varchar] (25) NULL, Numerical code of offense description
[Offense_Code_Group_Description] 
[varchar] (80) NULL,

Internal categorization of [offense_description]

[Offense_Description] [varchar] (80) 
NULL,

The primary descriptor of the incident

[district] [varchar] (10) NULL, What district the crime was reported in
[reporting_area] [varchar](10) 
NULL,

RA number associated with the location where 
the crime was reported from.

[shooting][char] (1) NULL, Indicated, a shooting took place.
[occurred_on] [datetime2](7) NULL, Earliest date and time the incident could have 

taken place
[UCR_Part] [varchar](25) NULL, Universal Crime Reporting Part number (1, 2, 3)
[street] [varchar](50) NULL, Street name the incident took place

Table 1.1: Data Dictionary

For any dataset, we need to know about the data and analyze its each feature and 
its contribution. 

The best way to know more about the data is to get your hands dirty.

Let’s start with Python and Jupyter Notebook to explore the dataset.
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First, we need to set up the machine and install the required packages to get things 
going. Please refer to the GitHub link: 
https://github.com/bpbpublications/Machine-Learning-Cookbook-with-Python. 

The entire code can be compiled and executed online, just with a web browser using 
Binder. Please use the above GitHub link to find more details about it.

O.S.E.M.N. framework
All Machine Learning Projects and Data Science Projects have a basic framework 
named O.S.E.M.N. (Obtaining, Scrubbing, Exploring, Modeling, INterpreting)6, 
and we can see with framework Data Fetching, Data Cleaning, and Data Exploring 
takes up 60% of the pipeline. 

What is Data Obtaining?
In this chapter, we are using data from the Boston Police Department repository, and 
downloading from it is considered as Data Obtaining/Fetching. There can be cases 
where we need to scrap7 the data from websites, media files, log files, etc.All the 
steps required to gather the data are considered Data Obtaining/Fetching.

After downloading the Data from the given URL, we need to load the dataset 
using pandas and store it in the DataFrame (Figure 1.1) to start cleaning the data for 
Exploring.

Figure 1.1: Data loading

We are using a DataFrame from pandas to store the Boston Crime Dataset. Pandas is 
a popular library used for Machine Learning and Data Science.

What is Data Scrubbing?
As the name suggests, Data Scrubbing8 is a process of cleaning the data which will 
be fit for use in the next stage that is Data Exploration and Analysis. Data Scrubbing, 
also known as Data Cleaning, takes up the maximum time during the process of 

6	 “dataists » A Taxonomy of Data Science.” 25 Sep. 2010,  
http://www.dataists.com/2010/09/a-taxonomy-of-data-science/.

7	 “Data scraping - Wikipedia.” https://en.wikipedia.org/wiki/Data_scraping.
8	 “Data cleansing - Wikipedia.” https://en.wikipedia.org/wiki/Data_cleansing.
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Data Analysis. During this phase, we will mostly focus on handling incorrect data, 
missing values, and errors related to the data structures.

Finding Data Types
Depending on the data type, different data cleaning techniques can be applied and 
it’s not just cleaning; we need to scrub the data logically to reduce ambiguity. Let’s 
find the data type for every column in the dataset, as shown in Figure 1.2.

Figure 1.2: Data types of all the features

As you can see there are multiple types of data types, and this data is a non-
homogeneous dataset.

The different data types9 in the Boston Crime dataset are as follows:
1.	 int64
2.	 float64
3.	 object

Referring to the Data Dictionary of the dataset, we can see how the features are 
correlated to the real world.

In Figure 1.3, we can see all the data and how it looks and why it is of the given data 
type. 

9	 “Essential basic functionality — pandas 0.25.1 documentation.”  
https://pandas.pydata.org/pandas-docs/stable/basics.html#dtypes.
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Figure 1.3: Sample data

Comparing the data with Figure 1.2, we can see the types and the structure of the 
data. Looking at the data, we get information about how to clean the data.

How to Handle Missing Data?
Handling missing values from the data will improve the quality of the data we are 
using, and in turn, it will yield accurate analysis.

To handle missing data, we generally ask questions as given below:
1.	 Are there any missing values?
2.	 Are the missing values significant enough to handle it?

We will answer the above set of questions in due time.

So, let us first see all the missing values of all the features of the Boston Crime Dataset 
(Figure 1.4).
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Figure 1.4: Missing value count for all columns

Let us consider the variables “SHOOTING” and “STREET” and find the count of missing 
values.

Figure 1.5: Frequency table for “SHOOTING”

As we can see, the feature “SHOOTING” is a Boolean field (Figure 1.5) from the details 
of the features and the data, so the values can be either True or False. Either shooting 
can take place, or it won’t take place. As per the missing value report, we can see 
that around 1723 records have True/Yes rest all the records are missing. But the 
good thing about the Boolean feature is if something is missing, then it will be either 
True or False. In the case of “SHOOTING,” the missing values will be No/False as we 
already have some value for Yes/True.

As we know how to tackle the “SHOOTING” feature we should proceed with it.

You can see in Figure 1.6 that we have first replaced all the missing values with “N” 
as we concluded before that in this case of “NaN,” it is the same as “N.”
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Figure 1.6: Code for replacing the missing values

After confirming that there are no missing values anymore, we then replaced the 
“Y” and “N” with “True” and “False,” respectively, as we know that to represent a 
Boolean value, we either need 1/0 or True/False. 

Figure 1.7: Frequency table for “STREET”

But if we look at the other feature, i.e., “STREET” (Figure 1.7), we can see that it is not 
a binary value. So, figuring out the right missing value is next to impossible. In these 
cases, we need to use a different strategy to tackle this problem. Individually, finding 
the solution for columns can be fruitful, but here we will make a general approach 
to solve the missing value.

Similarly, we need to find the missing values for all the columns and handle them in 
a generic pattern.

As we can see from the above figure (Figure 1.4), features in Figure 1.5 are missing 
with their respective missing count.
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Now we have a list of the features which have missing values and also their respective 
dtypes. Seeing the data and the contents, we can design a strategy to fill the missing 
values.

In this chapter, we will discuss a few of the techniques for missing values. While 
designing the strategy, we need to take care of all the data types like numeric, string/
object, etc. and fill them logically.

Let us take a look at another unique column and a unique way to handle the missing 
value. How should we fill the missing values for the column “Lat” and “Long”? 
(refer to Figure 1.2 and Figure 1.3).

Suppose we fill the integer missing values with the mean or median of that feature 
column — that can be one of the strategies. Still, in this case, we see “Lat” and 
“Long” are the coordinates, and therefore, filling it with the mean value of “Lat” 
and “Long” column respectively may give a location which is not in Boston, and it 
won’t be accurate to perform that action. Filling it with the median value won’t give 
us any wrong location, but it will increase the rate of the Crime Incident by 27,378 
for that median location.

If we look carefully at the other features, we have a feature called “Location” which  
has no missing values and it is a composite field like “(<Lat>, <Long>).” So, we 
don’t have to handle it separately as we can extract “Lat” and “Long” from the 
feature “Location” and save it.

Later, we will slowly fill the missing values and get as much information as possible 
from the data.

What to Do with Duplicate Values?
As we know, this is a structured dataset from Boston Crime Police Department, and 
we have seen before that structured data is obtained and can be stored in a relational 
database. Knowing the above fact, we also know that there will be a Primary key10 
for the table here. It is “INCIDENT_NUMBER.” We are sure that “INCIDENT_NUMBER” 
cannot be Null11 , and the values should be unique as it is the Primary Key.

Referring to Figure 1.8, we know that there are many duplicates of the same 
“INCIDENT_NUMBER.” Now we should carefully inspect all the duplicate values and 
start thinking of a solution.

10	 “Primary key - Wikipedia.” https://en.wikipedia.org/wiki/Primary_key.
11	 “Null (SQL) - Wikipedia.” https://en.wikipedia.org/wiki/Null_(SQL).
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Figure 1.8: Sorted frequency table

There can be situations where the same primary key is continuously updated with 
new updates of the same “INCIDENT_NUMBER.”

For simplicity, we will be using only three records (see Figure 1.9) of the incident 
number “I192009231” which has ten duplicates.
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Figure 1.9: Viewing some of the duplicate records

Here, there will be two categories of features: one which will be similar throughout 
the duplicates and two which will change and will be inconsistent throughout the 
duplicates

Figure 1.9 clearly shows “OFFENSE_DESCRIPTION” is different for all the records but 
“Location,” “OCCURRED_ON_DATE,” are the same.

We can conclude that there is a discrepancy in the data, and we need to pick some 
more random samples and test the hypothesis.

The real problem is which record to delete, and it is extremely difficult to find that 
information. Rather we can see how many unique values there are for “INCIDENT_
NUMBER.” This will let us decide whether the change is a significant number or not. 

As we can see in Figure 1.10, we only have approx. 12% of duplicate data, and 
considering the data size, we can see it is not statistically significant12. So, we can 
either keep or remove the duplicates because the change won’t impact the analysis 
significantly.

12	 “Statistical significance - Wikipedia.” https://en.wikipedia.org/wiki/Statistical_significance.
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Figure 1.10: Unique count with percentage

As the percentage of duplicate data is less, and it is distributed among multiple 
“INCIDENT_NUMBERS”, we can ignore the face and keep all of the records. But if we are 
willing to remove the duplicates that can be achieved as well as seen in Figure 1.11.

Figure 1.11: Dropping duplicates

So, the strategy to drop the duplicates is to treat the first duplicate record as 
unique and drop the rest of the records. Now we have all the unique entries for the 
“INCIDENT_NUMBERS.” Doing basic cleaning, we will be jumping to Data Exploring.

What is Data Exploring?
Data Exploring is a combination of Art and Science. We need to ask the right kind of 
question and use the right tool to analyze the results.

There are multiple ways to get information about individual features. Here we will 
discuss some of the important feature analysis techniques and a few common things 
to infer during the analysis.

Data Analysis is a process of inspecting, cleansing, transforming, and modeling 
data to find new insights, draw conclusions, and supporting decision-making13.

To start the Exploratory Data Analysis (EDA) we need to know what is EDA.

13	 “Data analysis - Wikipedia.” https://en.wikipedia.org/wiki/Data_analysis.
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Exploratory Data Analysis (EDA)14 is an approach/philosophy to analyze a given 
data and derive information about the characteristics of the data using Graphical 
Visualizations like Box Plots, Scatter Plots, Histograms, etc. EDA is different from 
Initial Data Analysis (IDA)15. IDA primarily focused on Data Quality and Data 
Cleaning.

EDA can we further divided into the following categories:
1.	 Univariate Feature Analysis
	 a.	 Distribution
	 b.	 Anomaly or Outlier Detection
2.	 Multivariate Feature Analysis
	 a.	 Correlation 
	 b.	 Dependence

Here we will cover only some of the concepts of EDA techniques, but, in the later 
chapters, we will dive deep into some of the mathematics behind the techniques 
which are commonly used.

Univariate Feature Analysis 
After cleaning the data, we need to visualize how the data looks and is distributed 
among the dataset.

As the name suggests, “univariate” implies that we will be dealing with only one 
feature from the dataset.

What is Statistical Distribution16?
Distribution in the most general and simple terms is, how the frequency of every unique 
observation looks over the sample space. We can have either a discrete distribution 
or a continuous distribution. Generally, we use a bar chart that is generated from a 
frequency table. A discrete distribution means that the observation has a countable 
(usually finite) number of values. In contrast, a continuous distribution means that 
the observation has an infinite (uncountable) number of different values. In the later 
chapters, we will take a look at the types of distribution.

Let us see an example for each of the distribution.

14	 “1. Exploratory Data Analysis.” https://www.itl.nist.gov/div898/handbook/eda/eda.htm.
15	 “A systematic approach to initial data analysis is ... - ScienceDirect.com.”  

https://www.sciencedirect.com/science/article/pii/S0022522315017948.
16	 “Statistical Distribution -- from Wolfram MathWorld.”  

http://mathworld.wolfram.com/StatisticalDistribution.html.
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For a discrete distribution, we will be using the feature “DISTRICT,” and we can see 
the number of crimes that occurred from the entire range of dates in Figure 1.12.

Figure 1.12: Minimum and maximum values

So, from Figure 1.13, we can conclude that the district “B2” has the highest crime 
rates from 2015 to 2019, followed by “C11”.

Figure 1.13: Count distribution w.r.t. district

Below is the frequency table (Figure 1.14) for the above chart generated. We can see 
the crime rates ordered from highest to lowest values.
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Figure 1.14: Frequency table for crime rate w.r.t. district

So far, we have seen discrete distribution. Now we will take some examples.

Figure 1.15 is a continuous distribution for crime rates during a particular hour of 
the day.

Figure 1.15: Bar graph for hourly crime rates

This looks more like a discrete bar graph, but this is a continuous feature and we 
need to know the distribution of count throughout the dataset. Figure 1.16 shows 
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a continuous distribution (we will discuss the distribution in later chapters) of the 
feature “HOUR.”

Figure 1.16: Continuous distribution plot for hourly crime rates

We can infer that crime rates are highest from 16:00 hour to 20:00 hour, and again 
there is a rise in crime rates at midnight 00:00 hours. As this is considering the entire 
dataset, we can create a hypothesis17 that each year will have a similar distribution. 

Multivariate Feature Analysis
Multivariate feature Analysis18 refers to analyzing more than one feature at a time.

To analyze more than one feature at the same time, we have multiple techniques like 
Regression Analysis19, Cluster Analysis20, Correlation Analysis, etc.

17	 “Hypothesis - Wikipedia.” https://en.wikipedia.org/wiki/Hypothesis.
18	 “Multivariate analysis - Wikipedia.” https://en.wikipedia.org/wiki/Multivariate_analysis. 
19	 “Regression analysis - Wikipedia.” https://en.wikipedia.org/wiki/Regression_analysis.
20	 “Cluster analysis - Wikipedia.” https://en.wikipedia.org/wiki/Cluster_analysis.
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Let us consider the above case where we were discussing crime rates throughout 
different districts within a range of time (refer to Figure 1.12). But we need to know 
how the distributions look annually because that will give us a clearer idea about the 
crime rates. There can be a case where the highest crime rated district will change 
from year to year. This way we will find more information than the individual charts.

Below you can find the bar chart (Figure 1.17) and we can see the distribution of each 
district.

Figure 1.17: Count distribution of crime rates for different districts

From the chart, we can see there is a spike of Crime from the Year 2015 to the Year 
2016 for all the Districts. And there is a sudden decrease in Crime rates in 2019. This 
is absurd if we think logically. So now we need to investigate why it is so.

If we carefully take a look at Figure 1.12, we can see the maximum and the minimum 
time. If we see the minimum date “2015-06-15 00:00:00”, we can see that approximately 
the first six months we do not have any data, and similarly for the maximum date 
“2019-08-28 21:00:00” we only have data until August.

Seeing the partial data, we can drop all the records for the years 2015 and 2019. After 
dropping, we will have a complete set of data that can be analyzed annually. But if 



18      Machine Learning Cookbook with Python

we want to analyze the data monthly, then we will keep the data for all the months.
Let us drop the records for the years 2015 and 2019 and we will see similar data and 
analyze the change in Figure 1.18.

Figure 1.18: Frequency table for years with complete data

After the change, we need to determine how it compares with the previous 
distribution which had all the “YEARS” in it. Seeing Figure 1.19, we now have the 
correct details. With the complete details, we now expect there won’t be any change 
in frequency, as we had seen for years 2015 and 2019.

Figure 1.19: Count distribution of crime rates for different districts (updated data)
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As this was a later observation and a new find, we need to recreate all the visualization 
regarding the same feature.

As we see in Figure 1.13, it is a crime rate distribution w.r.t the districts, and it is 
correlated with the feature “YEAR”. And that is the only reason we need to recreate 
those charts with the new data (Figure 1.20).

Figure 1.20: Count distribution w.r.t. district (updated data)

The distribution has no major change with the order of the district crime rate. Each 
bar chart is generated from a frequency table, and for the above chart, we have the 
frequency table in Figure 1.21.
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Figure 1.21: Frequency table for crime rate w.r.t. district (updated data)

Now looking at the frequency table (Figure 1.21), we can see some change in the 
order of Districts “E13” and “E18” if compared with Figure 1.14.

We should always keep in mind that Data Exploring is an iterative process  
(Figure 1.22).

Figure 1.22: Iterative process of data exploring

We need to define some of the terms to understand the above chart in detail:

A Hypothesis21 is a theory that is proposed with some limited knowledge of the data. 
For example, after seeing the data, we can guess that a particular feature has certain 
characteristics, or it will behave in a particular way. 

When we assume something from the limited knowledge we have about the data, we 
call that hypothesis generation, and when you do it, it is known as self-hypothesis 
generation. 
21	 “Hypothesis - Wikipedia.” https://en.wikipedia.org/wiki/Hypothesis.
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When we prove or validate or have concrete evidence to support our hypothesis, 
the process is known as hypothesis validation. Both Hypothesis Generation and 
Hypothesis Validation can be achieved through Data Exploring.

The entire process includes Self-Hypothesis Generation with the knowledge of 
the data which we are using, and then performing data exploring and verifying 
the hypothesis. This process will go on until and unless we see any saturation of 
hypothesis or cannot afford to spend more time on Data Exploring.

We now know the basics of Data Exploring, so we will take a few more examples 
and perform visualization to know more about the data.

If we carefully visualize the bar chart in Figure 1.17, it is very difficult to determine 
the crime rates annually as it is grouped by “DISTRICT” and not grouped by “YEAR”. 
So, we need to update the chart for a better understanding of the updated data  
(Figure 1.23).

Figure 1.23: Count distribution of crime rates for different districts and year
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Seeing the bar chart, we now understand the distribution of the crime count district-
wise on an annual basis. As mentioned earlier, these count charts are generated from 
a frequency table (Figure 1.24).

Figure 1.24: Frequency table for multiple variables

This type of frequency table is extremely helpful as it groups the entire Crime Rate 
frequency table (Figure 1.21) with another feature: “YEAR.”

Let us try some other visualization to get some more information.

As “Lat” and “Long” stand for Latitude22 and Longitude,23 respectively, those 
values from the dataset can be used to plot a map with the count of crimes for each 
location. In this case, we will use something known as a heatmap24 to represent the 
concentration/density of crimes for the location given in the dataset. 

We have written a snippet that saves the map as an HTML file while executing the 
code given in Figure 1.25.

22	 “Latitude - Wikipedia.” https://en.wikipedia.org/wiki/Latitude.
23	 “Longitude - Wikipedia.” https://en.wikipedia.org/wiki/Longitude.
24	 “Heat map - Wikipedia.” https://en.wikipedia.org/wiki/Heat_map. 
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Figure 1.25: Plotting a map

Opening the “boston_crime_map.html” will give you an interactive map where it 
can be zoomed. We can see a gradient of colours as per the density of the crime 
counts at the given longitude and latitude during the year 2018 (Figure 1.26). 

Figure 1.26: Heat map for Boston crimes (zoomed out)

“boston_crime_map.html” is an interactive map that can be zoomed in to see the 
details for each street (Figure 1.27). 
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Figure 1.27: Heat map for Boston crimes in 2018 (zoomed in)

The heat map shows the precise region of Boston, where the crime had taken place. 
With this method, we can analyze places with high crime rates. This plot is only for 
the year 2018, but as we know how to plot these graphs, we can plot for the other 
years, and then we can compare how it changes over the years.

Further reading
	 •	 Dense data
	 •	 Sparse data
	 •	 Plotly map
	 •	 Bubble map charts
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	 •	 The philosophy behind Machine Learning
	 •	 Hypothesis and inference

Conclusion
What we have seen so far is the stepping stone to the world of Machine Learning 
and Data Science. We have mostly covered the concepts of O.S.E.M.N. framework 
and some of the basic techniques to handle the dataset.

If the reader has gone through the book, executed all the codes, then they will have 
a rough idea about how to handle and visualize data to draw some information out 
of it. Data Analysis is an important phase of Machine Learning and Data Analytics 
at the same time. Perusing the footnotes will provide a deeper understanding of the 
same concepts. The reader should keep in mind that Data Analysis and Analytics are 
a major part of the ML Pipeline.

In the next chapter, we will discuss different concepts like data types and probability 
distributions with an in-depth explanation. We will slowly use multiple concepts of 
mathematics and statistics to explain different techniques and how it works.

Knowing different techniques in depth will give us more insight into the data.

For practice, it will be best to use this dataset and try different types of visualization 
(for example, type of crime w/o time of day, density, etc.) and make a hypothesis for 
the same.





Introduction
From the last chapter, we have seen a lot of bar charts, both discrete and continuous. 
You must have observed that all the patterns of the bar graph differ from one another. 
In this chapter, we will enlighten with questions like why that is so? And what 
kind of information does a different kind of charts give us? We will also look into 
mathematics for some of the concepts like Distribution, Skewness, etc.. A Machine 
Learning practitioner needs to know the Mathematical concepts behind the working 
of any algorithm as it will enable her/him to tune the model and later explain the 
working of the model.

Structure
	 •	 Let’s talk about the dataset
	 •	 Pre-requisites
	 •	 Data exploration
	 •	 Distributions

Chapter 2
World Happiness 

Report
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Objective
This chapter will mainly focus on in-depth analysis of different probabilistic 
distributions and the main points we can infer from them. Along with the distribution, 
we will also take a look at the outlier detection method and how to find information 
from those visualizations. 

Let’s talk about the dataset
World Happiness Report1 is an initiative taken by the United Nations, where 156 
countries are surveyed on how happy their citizens perceive themselves to be. The 
size of the dataset is very less compared to other standard datasets. The main aim 
of this kind of data is to observe how happiness has evolved over the past years 
considering technology, conflicts, and government policies, social norms. As we 
have learned before that there can be different types of data, but this falls under the 
category of structured data.

Pre-requisites
To understand this chapter, we need some knowledge about statistics and probability.

We will take a quick recap of the terms and concepts which will be used in the 
following chapters. Later with these basic terms and definitions, we will build 
complex concepts.

It is recommended to go through all the footnotes, which will be linked along with 
the key recap topics for better understanding.

Time for a quick recapitulation:
1.	 Statistics: Statistics2, in short, is a study of data3. It is a field of science that helps 

to conclude, extract facts and figures after analyzing the data. If you study what 
statistics is, it will differ from person to person and institution to institution 
because this field of study can be applied or implemented in multiple fields of 
study, to name a few psychology, genetics, etc.

2.	 Statistical Mean: Statistical Mean is the average of the entire set of numeric data. 
Below you can find the formula for different kinds of statistical mean, which is 
dependent on the data group.

1	 “Home | The World Happiness Report.” https://worldhappiness.report/.
2	 “Statistics - Wikipedia.” https://en.wikipedia.org/wiki/Statistics.
3	 “Data - Wikipedia.” https://en.wikipedia.org/wiki/Data. 
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	 Population Mean(m) is the mean or the average calculated for the entire set of 
data(N)
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	 Sample Mean(x‾) is the mean or the average calculated on a set of random 
variables(n) selected from the entire population(N).
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3.	 Median: Median is nothing but the middle value, which is separating the sorted 
list into two equal halves, upper half and a lower half.

	 If the length of the list is odd then the mathematical formula for the median is:
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4.	 Variance4 and Standard Deviation5: Variance and Standard Deviation gives us 
a numerical measure of the spread of a data set around the mean. 

	 Variance is a measure between the variables that how are they different from 
one another and how much are they different from one another.
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	 It shows how the dataset or the values differ from the mean of the dataset.
	 Standard Deviation is the root of the variance of the dataset.
	 Population Standard Deviation
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4	 “Variance - Wikipedia.” https://en.wikipedia.org/wiki/Variance.
5	 “Standard deviation - Wikipedia.” https://en.wikipedia.org/wiki/Standard_deviation.
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	 If someone has a question in mind, that why a sample correction of N – 1 is used 
and not N for the sample variance and sample standard deviation, then they 
should read through Bessel’s Correction6. The explanation of this concept is out 
of scope for this book.

5.	 Probability theory7: Probability8 is a branch of mathematics that can be defined 
as the chance or likelihood that an event will occur. In this chapter, we will mostly 
use the concept of Likelihood, Expectations, Random Variable, Distributions, 
etc.

As we have covered some basics, so we will start with some visualizations. We 
will follow the same O.S.E.M.N. (Obtaining, Scrubbing, Exploring, Modelling, 
INterpreting) framework for this chapter. Still, as we have covered Data Obtaining 
and Data Scrubbing previously, we will skip those steps and directly start with Data 
Exploration. Please Note: As I have already explained the O.S.E.M.N. framework, 
we won’t strictly follow the process in the following chapter as in real-life, we do 
follow a rough structure and not the exact one. Different people have different 
methodologies to achieve the same thing. 

Data Exploration
Data Exploration can be of either Univariate Analysis or Multivariate Analysis; 
here, we won’t specify any type, particularly as I am assuming that by now, readers 
can figure out which distribution is for Univariate Analysis and which one is 
Multivariate Analysis.

Before moving forward with the analysis, we will explain the different types of data 
and measurement of data. Previously we have seen different types of data in the 
form of the structure of the data as structured, semi-structured, and unstructured 
data but, here we will see different types of data from the perspective of values of 
the data.

Different types of data
When the values are numeric, it is extremely important to categorize it into different 
kinds.

6	 “Bessel’s correction - Wikipedia.” https://en.wikipedia.org/wiki/Bessel%27s_correction.
7	 “Probability theory - Wikipedia.” https://en.wikipedia.org/wiki/Probability_theory.
8	 “Probability - Wikipedia.” https://en.wikipedia.org/wiki/Probability.
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Data represented on Nominal (Categorical) Scale
Data on the Nominal Scale means if we change the data for a record of this type, then 
it wouldn’t alter the nature of the collection. It will be easier if I explain the same 
concept with an example. Let’s consider a house. If we paint the house with different 
colors, we can confirm that it will still be a house.

Data represented on Ordinal Scale
On the other hand, data on the ordinal scale means the scale is ranked. Those 
numerical values (Ranks) only make sense when they are ordered that makes them 
ordinal scales.

The example over here will be a common and simpler one to understand. We have a 
rating system from 1 to 5, one being the worst/dissatisfied, and five being the best/
satisfied. These values have additional information apart from the numerical value; 
it can also be considered as five different categories.

Measurement of data
Numerical measurements can be categorized into discrete and continuous types, 
and both of them can be represented in different scales, namely, interval, circular, 
and ratio.

It is extremely important to know and find out if the variable can be represented in 
any scale that will help us to find relationships between the variables. If none of the 
scales is sensible derivative, then we need to use special custom methods for those 
data columns to build the relation between them.

Discrete variables
Discrete variables are also known as meristic variables, which are generally counted. 
It only takes discrete values which are represented by natural numbers.

Continuous variables
Continuous variables are floating-point numbers whose precision is limited by the 
tools we are using. Example - To measure the thickness of a hair, say we have three 
different instruments regular centimeter ruler, a caliper, and a micrometer. All these 
instruments have different precision, the lowest precision being regular centimeter 
ruler, and the highest precision is the micrometer. These instruments generate 
continuous variables.
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Interval scale
The Interval scale is a measurement where the difference of both the data points 
have a meaningful result. For example, if we have a date as one of the features, 
then the difference between them will give the number days. That information is 
extremely important for analysis and understanding of the data.

Circular scale
If we imagine a normal scale where both ends are joined, that will give us a circular 
scale. Some of the features will be an hour, day, month, annual dates, etc. Information 
extracted from these data like differences, ratios are not sensible derivatives, but for 
these features, we have other methods to analyze them.

Ratio scale
As the name says, the ratio scale is the ratio between two variables that will give a 
piece of information. Example: For baking a cake, say the ratio of flour, water, and 
butter is 5:2:1, i.e., if we use 5 KG of flour, then we need 2 KG of water and 1 KG of 
butter. 

Distributions
The distribution of a statistical dataset is the plot that shows us the frequency of 
occurrence in the dataset. 

In the world of a probability distribution, there are thousands of distributions we 
have. But mostly we will cover 4 to 5 important distribution which we will mostly 
encounter. 

Here we will start with the basic analysis that will help through the chapter.

As this is a new dataset, we should see some sample data and what kind of columns/
features are there for the data.
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Figure 2.1: Sample Data

As we see above that mostly, we have numerical columns, and one of them is a 
categorical variable, i.e., “Region,” and another is a primary key, i.e., “Country.”

Previously we have just seen the dtypes of the columns; here, we will see a few more 
information on the data.

Figure 2.2: Information for all the Datasets
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As we can see above that with the dtypes of the columns, we have information like 
null/non-null, which indicates whether the columns have any null values or not. We 
have the count of the rows and the total memory used for this dataset. 

In the last chapter, we have shown different techniques for scrubbing the data, but, in 
this chapter, we will focus on different aspects of data analysis, which is not covered 
before.

This section will be highly related to different techniques of information extraction 
from probability distributions, so it is highly recommended to have some prior 
knowledge on probability distributions.

We start by seeing different statistical measures like mean, standard deviation, max, 
etc.

Figure 2.3: Description of the Table

From all the statistical information from the description of the table, we can derive 
a few probability distributions, which will help us to interpret more information 
about the features.

For continuous variables, we generally get some below curves or some curves which 
will resemble any one of the below curves. 
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Figure 2.4: Distribution patterns9

In the above image, we can see some curves and the world of distributions10 is not 
limited to these curves; it’s better to know some curves and their types because that 
will help us to analyze the wider spectrum of data.

Let us start with some basic distribution, as we had seen in previous chapters.

Normal distribution
The normal distribution is a type of probability distribution that is symmetric about 
the mean of the data, i.e., the density of the data near the mean value is higher than 
the tails like the below image.

Figure 2.5: Normal Distribution Structure

9	 “What is Skewness? | aiSource.” https://www.managedfuturesinvesting.com/what-is-skewness/.
10	 “List of probability distributions - Wikipedia.”  

https://en.wikipedia.org/wiki/List_of_probability_distributions.
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Sometimes Normal Distribution is also known as Gaussian Distribution. When we 
plot a normal distribution, it will resemble a bell curve.

We should always remember that Normal or Gaussian Distribution is the yardstick 
to compare other distributions. We will never get the same distribution is a real-time 
dataset, but what we will get will be similar or close enough to that distribution.

In this case, for getting a close enough distribution, we are using the feature “Dystopia 
Residual”11 from the dataset.

To know what exactly Dystopia Residual is, it’s better to study about it in the link 
provided in the footnote.

Dystopia is an imaginary country that has the world’s least happy people. It is used 
as a benchmark to compare other countries’ happiness. So, this means all the records 
will be non-negative numbers.

Residuals are the un-explained components which differ from country to country.

For the “Dystopia Residual,” we are expecting a Gaussian Distribution like the 
figure below (Figure 2.6).

Figure 2.6: Gaussian Distribution (Source: Wikipedia)

11	 “FAQ | The World Happiness Report.” https://worldhappiness.report/faq/. 
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The formula for Gaussian Distribution is stated below:
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We can see different behaviors of the Gaussian distribution, with different values of 
m and σ2.

We have seen Normal distribution and its structure, so we should also know about 
the Empirical Rule.

What is “The Empirical Rule” in Statistics?

The Empirical Rule12 states that for a Gaussian/Normal distribution, around 68.2% 
will fall between the first standard deviation similarly within the second deviation 
we will have 95.4% of data. Lastly, for the third deviation there will 99.6% of the data 
(all the numbers are an approximation).

Figure 2.7: The Empirical Rule

This distribution model is the ideal case for a Gaussian/Normal distribution. But, in 
reality, percentage values will differ with some error margin.

Distribution plot
To visualize how the feature “Dystopia Residual” will look in terms of distribution, 
we need to plot a frequency distribution. As we already know to plot, we need a 
frequency table, so we are skipping that part as here we want to focus on those areas 
which are not yet covered.

Let us plot the data points and see how it is distributed over the range of values for 
“Dystopia Residual.”

12	 “68–95–99.7 rule - Wikipedia.” https://en.wikipedia.org/wiki/68%E2%80%9395%E2%80%9399.7_rule.
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Figure 2.8: Strip plot

In the above diagram, you can see all the data points are overlapped, and we can see 
the density of the points. 

The popular version of plotting something from a binned frequency table is a 
histogram.

In the below figure, you can find the histogram of the feature “Dystopia Residual,” 
which is a continuous variable. 

Figure 2.9: Normal Distribution Plot
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Seeing the distribution, we know the maximum frequency lies in the range ~1.7 to 
~2.5, and some values are distributed towards the tail. 
Seeing the above diagram, it is tough to predict the distribution, but the figure looks 
similar to the Gaussian distribution. If we notice the Gaussian distribution, we will 
see it’s a smooth curve, so we need to smooth the histogram13 to get the required 
curve. There are multiple ways to do it, but here we will focus on Kernel Density 
Estimation to achieve a curve.
All the above charts mostly give us the same interpretation with some unique 
information as well. Throughout this chapter, we will encounter different charts 
and visualization that will yield similar or the same information, but it is extremely 
important to learn different techniques and keep them handy.

Kernel Density Estimation
Kernel Density Estimation14 is commonly also known as KDE, which is a way to 
create a smooth curve given a dataset using a density function.

First, we should know what a Kernel is? A kernel is a special type of Probability 
Density Function (PDF) with a new property.
Some of the properties of Kernel method15 that are listed below:
1.	 Real-valued
2.	 K(x) ≥ 0 (Non-negative function)
3.	 Even function
4.	 Normalization such that ( ) 1;K x dx

+∞

−∞
=∫

Now we know what Kernel is so we can define KDE as “Kernel density estimation 
is a non-parametric method of estimating the probability density function (PDF) of 
a continuous random variable. It is non-parametric because it does not assume any 
underlying distribution for the variable.”

Below is the mathematical way of how Kernel Density Estimation ( ˆ
hf ) is calculated.
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13	 “Smoothing a histogram.” http://www-ist.massey.ac.nz/dstirlin/cast/cast/snormal/normal1.html.
14	 “Kernel density estimation - Wikipedia.” https://en.wikipedia.org/wiki/Kernel_density_estimation.
15	 “Kernel (statistics) - Wikipedia.” https://en.wikipedia.org/wiki/Kernel_(statistics).
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Where K is the Kernel, h is the bandwidth and Kh is the Scaled Kernel.

Scaled Kernel can be written as:
1

h
xK K

h h
 

=  
 

While using KDE, we generally use Gaussian Kernel. Let’s overlay the Gaussian 
KDE with the histogram and let us plot another visualization to see how it looks. 
In the next section, we will cover a few kernels, and how does it differ from one 
another concerning the visualization. Below we will see KDE with a Histogram plot 
for “Dystopia Residual.”

Figure 2.10: KDE with Histogram for Dystopia Residual

Now, let us interpret the above figures and find out what kind of information we can 
extract from it.
KDE shows a higher density when the frequency is high, and when the frequency is 
low, then the distribution density is very low. 

Box plot
Box plot is a graphical method and a way to visualize the distribution using some 
of the computed values from the data, i.e., “Minimum,” “Q1 - First Quartile”, 
“Median,” “Q3 - Third Quartile” and “Maximum.” 
Box Plot gives us information like the outliers, symmetry of the data, how are the 
data grouped, and the skewness of the data. Let us see the structure of the Box Plot 
and analyze it further.
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Figure 2.11: Box Plot Structure

Let us jump into some mathematics that will give us more clarity about the box plot.

Figure 2.12: Box Plot Calculations

It will be way easier if we look at an example.

Let us take a series of numbers: {3, 7, 8, 5, 12, 14, 21, 13, 18}

Step 1: Sort the series

{3, 5, 7, 8, 12, 13, 14, 18, 21}
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Step 2: Find Minimum, Median and Maximum
Minimum = 3
Median = 12
Maximum = 21

Step 3: Find Q1 and Q3
To find Q1, we need to find the median of the lower half from the median of the 
dataset.
Q1 = Median of {3, 5, 7, 8} = 6
Similarly, for Q2, we need to find the median of the upper half from the median of 
the dataset.
Q2 = Median of {13, 14, 18, 21} = 16
Generally, there are multiple ways to find the Minimum and Maximum.
1)	 Maximum and Minimum is the Highest and Lowest value, respectively, from 

the given list of data. If we use this method, then we cannot find any outliers Or,

2)	 Maximum = Q3 + 1.5*IQR and Minimum = Q1 - 1.5*IQR

Where IQR = Q3 - Q1, using this method, we can find the outliers. 
With all the above data, we can draw a box-and-whisker plot using the given 
structure, as shown in Figure 2.12.
Below we can see the box plot for the feature, which will be similar to the KDE 
distribution pattern.

Figure 2.13: Box-plot for a variable
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Seeing the above image, we can say that there are some data points on both left and 
right sides, which are considered outliers.

Now compare with the normal distribution plot, we can see the maximum density 
of the values ranges from ~1.8 to ~2.5, and the density decreases as we move away 
from the mean. At the extreme ends, you can find out the points whose occurrence is 
rare, i.e., if a random value is chosen then the probability to get the value which will 
lie in the outliers will be rare and probability to get to the value between the range 
~1.8 to ~2.5 is very high.

Now to find the outliers, a function is written that will give us the values of the 
outliers using the calculation of box-plot. As the box-and-whiskers plot only shows 
that there are outliers but not the values of the outliers. 

Figure 2.14: Box-plot calculation

The above code will print all the Quartiles, IQR, Minimum, Maximum, and all the 
outliers.

Let us run this code on the feature “Dystopia Residual” and find out the individual 
points which are considered outliers. 

Figure 2.15: Box-plot details
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We can see the list of outliers with all the intermediate values to create a Box-plot. In 
this case, we have five outliers, and four of them are from the left-hand side of the 
visualization, and one is from the right-hand side.

So far, we have seen a histogram, a curve, a box plot, and none of them shows 
individual data points except the outliers’ part of the box-plot. We will use another 
visualization, i.e., strip plot, where you can see individual data points.

The above strip plot for the feature “Dystopia Residual” is similar to the box plot and 
the histogram. It tells us a few things which are the same as the other visualizations 
like the density of the data points, i.e., at what range of values the occurrence of the 
data is higher, and the places where the occurrence is extremely less.

Skewed distribution
A distribution is said to be a skewed distribution when the data points are dense 
either towards the left or the right side of the curve, thus forming a non-symmetric 
distribution.

To find the skewness, we can use the third standardized moment that is a measure 
of skewness.

Figure 2.16: Skewness 

The skewness is an approximated value, which is a real number. The results are not 
always accurate, but we can get a rough idea about the skewness. A negative number 
indicates Left Skewed Distribution, and a positive distribution will represent a Right 
Skewed Distribution.

We all may have a question about how these values are calculated for skewness. In the 
next chapters, we will talk about the mathematics behind the skewness calculation.
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Left Skewed (Negative Skewness)
Left Skew is sometimes referred to as negative skewness, and to identify a left-
skewed distribution; we can observe a long tail at the left side. That indicated less 
frequency on the left, and the frequency gradually increases towards the right.

Figure 2.17: Structure of a Left Skewed Distribution

If we look at the structure, then we can see how to Mean, Median, and Mode is in a 
particular order. This signifies the left-skewed distribution. 

As we have seen before, we will follow a similar pattern and see different distribution 
and the density of the feature and what does it mean.

For a Left Skewed feature, we will go with “Health (Life Expectancy),” but if we 
explore the dataset, there are a few more left-skewed data like “Family,” but I will 
leave it to you to explore it further.

What is “Health (Life Expectancy)”?

Life Expectancy is a measure of how much a living organism lives. For this dataset, 
it is the average year people live in the country. Longer someone lives higher, 
the “Health (Life Expectancy)” will be, and the value will be less if “Health (Life 
Expectancy)” is lower for a country.

Distribution plot
As we know, the distribution plot is constructed from a binned frequency table. But, 
from the binned frequency table, we can also generate visualization like strip plot (as 
shown previously) and swarm plot. For a strip plot, there was an overlap between 
data points and, if the count of the data points is very high, then it will be tough to 
visualize the result.

Similarly, if we want that there shouldn’t be any overlap between the data points, 
and we need a similar chart for interpretation, we can go with a swarm plot.  



46      Machine Learning Cookbook with Python

Below we will see how a swarm plot looks and how it is different from the strip plot.

Figure 2.18: Swarm Plot for Health (Life Expectancy)

The Swarm plot gives us the same distribution, but the difference is that we can see 
the individual data points that give us an idea of the density for the data points.

As we are stacking the data and the values are continuous, so one of the best 
visualizations to see the frequency of the data is through a histogram (as we can see 
in the below figure).

Figure 2.19: Frequency Distribution Plot
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If we look at this particular histogram, we can see that the pattern is slightly different 
from the normal distribution, as we have seen earlier. The frequency distribution is 
more flushed towards the right side of the chart. This is what is unique about the 
left-skewed distribution. 

Kernel Density Estimation
We have seen the basics of KDE before, and here we will drive further to see more 
interesting things about it. In the formula, we have seen something, i.e., Kernel 
Function

There are multiple kernels which can be used to find out the distribution, for the 
below example we are using Gaussian Kernel i.e.

21
221( ) ;  0, 1

2

x
K x e where µ σ

π

−
= = =

For the above Kernel, we can see how it looks for “Health (Life Expectancy).”

Figure 2.20: KDE with Gaussian Kernel

As we can see above, the curve is smooth, and the intricate details for the density are 
missing. Instead, we can use a Cosine Kernel for the same set of data. Cosine Kernel 
can be written as:

( ) cos
4 2

K x xπ π 
=  

 
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Similarly, for Cosine Kernel we will see how it looks.

Figure 2.21: KDE with Cosine Kernel

We can see above that the Cosine Kernel will give a more accurate density compared 
to the Gaussian plot. But we will mostly use Gaussian Kernel with the histogram as 
shown in the below image.

Figure 2.22: KDE with Histogram for Left Skewed Data

As we see here, the skewness is not too much, but there is a shift of density towards 
the right side. We can refer to the skew value from the table (2.16) for all the values 
and find the skewness value and guess the direction of skewness.
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Box plot
We have seen how to compute all the values to generate a box-and-whisker plot in 
previous distribution. We will perform a similar thing here and see the results.

Figure 2.23: Box-Plot Calculations

Here we can see that there are no outliers from the output of the function “box_plot_
claculation” we can verify that result by plotting the box plot. With the above 
information, we can go ahead and plot a box-and-whiskers plot.

Figure 2.24: Box-Plot for Health (Life Expectancy)

We can confirm that there are no outliers, and the shape of the plot is different from 
the last distribution. The median and mean follows the following structure from 
Figure 2.17.

Right Skewed (Positive Skewness)
Using the skewness table, we figured out that we will use “Trust (Government 
Corruption)” as the feature from the World Happiness Report.
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In the same way, to identify a right-skewed distribution, there is a pattern in which 
Mode, Median and Mean are arranged (as we can see in the below figure). 

Figure 2.25: Structure of a Right Skewed Distribution

Seeing the above structure, we can clearly say that the density of the values is more 
towards the left side, and there is a long tail at the right end.

Distribution plot
As we have seen the common things so, repeating those visualizations will be 
monotonous. We will just show the visualization that makes the difference. It is 
advised to implement all the visualizations to get proper insight.

Let us start with the basic histogram distribution plot.

Figure 2.26: Distribution Plot
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We can see that the density of the data points is concentrated towards the left side 
of the distribution, and we have a tail on the right side. This follows the structure of 
right skewness, as shown in Figure 2.25.

Kernel Density Estimation
Previously we have seen the importance of bandwidth and different kernels like 
Gaussian Kernel and Cosine Kernel.

Here we will play with a free parameter16 for KDE, i.e., bandwidth. Bandwidth 
determines the smoothness of the curve. The lower value of bandwidth determines 
a higher number of bins so that the curve be more accurate and will give us more 
details. 

Let us start by seeing the default bandwidth estimator with Gaussian Kernel. 

By default, it uses “scott”17 to estimate the bandwidth (h), and it is one of the most 
popular methods and another popular method being “silverman”.

Below we see the result with the “scott” estimator.

Figure 2.27: Gaussian Kernel with “scott”

“scott” and “silverman” are similar, and results are similar as well. We can also 
take a look at “silverman” bandwidth estimator. Similarly, we can visualize for 
“silverman” below. 

16	 “Free parameter - Wikipedia.” https://en.wikipedia.org/wiki/Free_parameter.
17	 “On optimal and data-based histograms”- https://doi.org/10.1093/biomet/66.3.605 
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Figure 2.28: Gaussian Kernel with “silverman”

“scott” and “silverman” calculates the optimal value of the bandwidth (we will 
take a look at how it is calculated later this section) that gives us the best distribution 
but to get a feel for how bandwidth affects the plot we need to give scalars and see 
the result.

If the value of the bandwidth is high like bandwidth = 1 or 2, then it over-smooths 
the curve, and we won’t get any information from it, this is like we have a binned 
frequency table with only one bin. Let us confirm the hypothesis but plotting it. 

Figure 2.29: KDE with Bandwidth=1



World Happiness Report      53

It will be a similar problem if bandwidth = 0.001 then the problem of under-smoothing 
will come into the plot like the figure below. 

Figure 2.30: KDE with Bandwidth=0.001

This problem occurs if the total number of bins is too high, then it will tend to show 
all the ups and downs. So, we need to strive for the optimal value of bandwidth, 
which will select the right number of bins to plot the histogram and then smooth the 
histogram.

Below, we will briefly see the common optimal way to select the parameter Bandwidth 
using Silverman’s rule of thumb approach.

We can use L2 Risk Function(i).
2
2            …( )hE f f i⇒ − 

Where E is the expected value18, f is the unknown density and fh is an estimate based 
on a sample of h. Here f is from the Kernel Density Estimation.

The above equation (i) is also known as Mean Integrated Squared Error (MISE)19. 
As this is a Density problem, we are using integrals.

( )2
( )            …( )hMISE h E f f dx ii = −  ∫

MISE is similar to Mean Squared Error (MSE) with an integral. We will see more 
about MSE in later chapters.

18	 “Expected value - Wikipedia.” https://en.wikipedia.org/wiki/Expected_value.
19	 “Mean integrated squared error - Wikipedia.”  

https://en.wikipedia.org/wiki/Mean_integrated_squared_error.
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If Gaussian Basis Function20 is used to approximate and the underlying density is a 
Gaussian, then the optimal choice for h (i.e., the bandwidth that minimizes/reduces 
the MISE) is given by the general formula:

1
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h
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σ 

=   
 

Here, h is not a good fit for long tails and skewed distribution as it is optimized for 
Gaussian Distribution.

From the general formula, some changes were made to make h more robust. So, the 
new value of h after considering the drawbacks
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The above formula is known as Gaussian Approximation or Silverman’s rule of 
thumb.

If someone is interested, they can read about Parzen Density Estimation21, which 
was the inception for Probability Density Estimation.

If we overlay the optimal curve from KDE using the Scott estimator, this will look 
something like the below figure.

Figure 2.31: KDE with Default bandwidth estimator

20	 “Smoothing Techniques using basis functions: Gaussian Basis ....” 21 Oct. 2015,  
https://datascienceplus.com/smoothing-techniques-using-basis-functions-gaussian-basis/.

21	 “On Estimation of a Probability Density Function and Mode.” 23 Feb. 2000,  
http://bayes.wustl.edu/Manual/parzen62.pdf. 
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Seeing the above, we can say that the same pattern follows, and it is similar to the 
distribution of the data.

Box plot
We had written a code snippet before, and to find out the values related to the Box-
Plot to create it, let us execute that and see all the values. 

Figure 2.32: Box Plot Calculation for Right Skewed Data

With all the derived details, we plotted the box plot, and we can see quite a lot of 
outliers, and all the outliers are above the “Maximum” so, we are expecting to see all 
the outliers on the right-hand side of the plot.

Figure 2.33: Box Plot Trust (Govt. Corruption)

As we have anticipated from the output of the code snippet that it will be a right-
skewed, and the outliers will be on the right side of the plot.
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In this section, we have mostly seen major types of probability distribution and how 
skewness will affect them. We have also seen what kind of information we get from 
each kind of graph.

Now we need to see a few more types of distributions, which will be common when 
we perform data analysis. Unfortunately, we cannot show an example from the 
dataset we are using as it does not have that kind of distribution. So will give the 
structure and what does it mean in this section.

Other distributions
Hundreds of probability distribution has different properties and conveys a different 
message. Here is a list of some of the distributions, and it is advised that to go through 
all of them and understand the places where its implemented.
1.	 Uniform Distribution22

2.	 Binomial Distribution23

3.	 Bernoulli Distribution24

4.	 Poisson Distribution25

5.	 Multimodal Distribution26

6.	 Student’s t-Distribution27 28

The more one knows, the better it is. And it is advised to know the pattern of 
distributions and its properties because it will help to find the same property in the 
data as the distribution. 

Further reading
	 •	 Marginal probability
	 •	 Random variables
	 •	 Expectation, Variance, and Covariance
	 •	 Central Limit Theorem
	 •	 Probability Distributions

22	 “Uniform distribution (continuous) - Wikipedia.”  
https://en.wikipedia.org/wiki/Uniform_distribution_(continuous).

23	 “Binomial distribution - Wikipedia.” https://en.wikipedia.org/wiki/Binomial_distribution.
24	 “Bernoulli distribution - Wikipedia.” https://en.wikipedia.org/wiki/Bernoulli_distribution.
25	 “Poisson distribution - Wikipedia.” https://en.wikipedia.org/wiki/Poisson_distribution.
26	 “Multimodal distribution - Wikipedia.” https://en.wikipedia.org/wiki/Multimodal_distribution.
27	 “Student’s t-distribution - Wikipedia.” https://en.wikipedia.org/wiki/Student%27s_t-distribution.
28	 “Student’s t-test - Wikipedia.” https://en.wikipedia.org/wiki/Student%27s_t-test.
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	 •	 Statistical Inference
	 •	 Quantile Statistics

Conclusion
This chapter was mostly about different kinds of distribution, density estimations, 
and various other plots. We have seen quite a lot of mathematical formulas and 
equations, which will help us to understand a topic in more detail.

As we know, Data Analysis is 60% to 70% of the entire pipeline. So far, the concepts we 
have covered will enable you to handle varied types of data. Next chapter onwards, 
we will see concepts more aligned to Machine Learning. But all the concepts will be 
used again and again to analyze the data.

This is the last chapter for data analysis, and from the next chapter, we will dive 
into Machine Learning models. Mostly we will start with popular datasets and 
classification or regression problems, but slowly, the dataset and the complexity of 
the problem will increase.





Introduction
This chapter onwards, we see how Machine Learning algorithms are implemented 
and evaluated. Here, we won’t be making or modeling the best machine learning 
model with the highest accuracy. But we will try to cover a wide variety of algorithms 
and techniques that will help us tackle a different kind of datasets and situations. 

In this chapter, we will start implementing concepts of machine learning, the 
mathematics behind it, how to choose the right algorithm, etc. We will mostly cover 
the basics algorithms for classification, regression, and clustering. This chapter will 
give us a basic foundation and intuition to handle this classification, regression, and 
clustering problems. Whenever we encounter a similar type of dataset, the flow and 
the way we will handle the dataset will remain mostly similar. Still, the algorithm 
can change as per the requirement and type of dataset.

Structure
	 •	 Intro to Machine Learning
	 •	 Understanding the dataset
	 •	 Exploratory Data Analysis

Chapter 3
Iris Species
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	 •	 How to choose ML algorithms?
	 •	 Classification
	 •	 Clustering
	 •	 Regression

Objective
By the end of this chapter, we will understand what machine learning is, different 
types of machine learning along with some of its important algorithms. We will 
mainly focus on different types of algorithms and where it is implemented and, not 
on the accuracy of the model.

Introduction to Machine Learning
Machine Learning (ML) term was coined by Arthur Samuel (1959), he is an American 
pioneer in the field of Computer Gaming and Artificial Intelligence (AI) and stated 
that “it gives computers the ability to learn without being explicitly programmed.”

And in 1997, Tom Mitchell gave a “well-posed” mathematical and relational definition 
that “A computer program is said to learn from experience E with respect to some 
task T and some performance measure P, if its performance on T, as measured by P, 
improves with experience E.”

What is Machine Learning1?
Machine Learning is the field of study where algorithms and statistical models 
automatically learn and improve from the data with underlying patterns and 
inference, without explicit instruction programmed.

It is extremely common to confuse between similar terms like Machine Learning 
Artificial Intelligence and Deep Learning.

Below you can see a Venn diagram2 that clearly explains the difference between 
them.

1	 “Machine learning - Wikipedia.” https://en.wikipedia.org/wiki/Machine_learning.
2	 “Venn Diagram Definition - Investopedia.” 4 Oct. 2019,  

https://www.investopedia.com/terms/v/venn-diagram.asp.
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Figure 3.1: AI Venn diagram (Source: Medium)

We can see AI is the main field, i.e., it is the superset, then under that, we have 
Machine Learning (ML), and under ML, we have Deep Learning. This book will 
cover the basics of ML and different algorithms related to it. 

Machine Learning can be classified into multiple types. We will explain some of the 
types below.

Types of Machine Learning
Machine Learning in a broad field of study and it is divided into multiple types 
depending upon some parameters like:
1.	 Type of input data (Labeled or Unlabeled data)
2.	 The output data type (continuous or categorical)
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Supervised Learning3

Supervised learning is a type of Machine Learning class that learns from the labeled 
data. Labeled data4 is a kind of Data which has both Input and Output parameters. 
Classification and regression are the major types of Supervised Learning problem.

Unsupervised Learning5

Unsupervised learning is a type of ML class that learns from the unlabeled data. 
Unlabeled data is a kind of data that has no output parameter. Clustering, Anomaly 
Detection are some Unsupervised Learning problem. There is another class of 
ML, which is similar to supervised and unsupervised learning, is known as Semi-
Supervised Learning6.

Reinforcement Learning7

Reinforcement Learning is a type of Machine Learning where the algorithms can 
learn from the environment and maximize the reward. Some of the well-known 
algorithms for Reinforcement Learning are Q-Learning8, SARSA9, DQN, etc.

Machine Learning pipeline
Machine Learning has its separate pipeline, and it’s a general pipeline for most of 
the projects. This pipeline is not followed word for word, but it is a general structure. 
Every Machine Learning practitioner follows a modified version of a similar pipeline, 
as stated below.

3	 “Supervised learning - Wikipedia.” https://en.wikipedia.org/wiki/Supervised_learning.
4	 “Labeled data - Wikipedia.” https://en.wikipedia.org/wiki/Labeled_data.
5	 “Unsupervised learning - Wikipedia.” https://en.wikipedia.org/wiki/Unsupervised_learning.
6	 “Semi-supervised learning - Wikipedia.” https://en.wikipedia.org/wiki/Semi-supervised_learning.
7	 “Reinforcement learning - Wikipedia.” https://en.wikipedia.org/wiki/Reinforcement_learning.
8	 “Q-learning - Wikipedia.” https://en.wikipedia.org/wiki/Q-learning.
9	 “State–action–reward–state–action - Wikipedia.”  

https://en.wikipedia.org/wiki/State%E2%80%93action%E2%80%93reward%E2%80%93state%E2%80%93action.
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Figure 3.2: Machine Learning Pipeline (Source: datanami)

A brief explanation for all the components from the above is given as follows:
	 •	 Data Preparation: Data Preparation is the process by which we can make the 

data ready for training, testing, and validating the ML model.
	 •	 Feature Extraction: Feature extraction is the process by which we select, 

modify, or mutate the right features for training the model. There can be few 
features that have a contribution towards the output (which we will predict 
using the model), and some features have no direct or indirect contribution 
towards the output variable. From this step, we will select the features which 
are not required. 

	 •	 Model: Machine Learning model is a mathematical representation learned/
formed from the pattern of the data, which is given as an input for training 
the model.

	 •	 Model Training: Model Training is a process to learn the underlying pattern 
from the data with the given output feature (for supervised learning). 

	 •	 Test Data: This is a subset of the entire dataset. This data is not given as an 
input to the model training phase. This data will be used to find the accuracy 
of the model for the unseen data.

	 •	 Prediction: Prediction is the process; we generally use the test/unseen data 
to see how good the model is being performed.

	 •	 Evaluation: This is the step where we can see the quality of the model using 
different metrics such as Accuracy, Recall, Precision, etc.

Note: Machine Learning pipeline is an iterative model where we have to go back-
and-forth to come up with an optimal model for any kind of Machine Learning 
model.
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Understanding the dataset
Iris Species10 of a flower is one of the most popular datasets for Machine Learning. 
Iris Flower dataset is from the UCI Machine Learning Repository11 , among other 
popular, well-known datasets.

Iris dataset contains data for 3 species namely Iris Setosa (a.k.a. setosa), Iris versicolor 
(a.k.a. versicolor), Iris virginica (a.k.a. virginica) and each species contain 50 records.

This dataset is primarily for classification, but here we will use this same dataset 
with some changes to it so that we can use it for different types of Machine Learning 
problems.

The dataset contains only four main features, i.e., sepal length, sepal width, petal 
length, and petal width.

In the below image which shows the beautiful iris species and what does the feature 
exactly mean.

Figure 3.3: Structure of the flower (Source: Kaggle)

Seeing the image now, we can visualize all the features in the dataset. This won’t 
be easy for all the available datasets. But I will recommend everyone to get some 
domain knowledge and learn about the data before starting the Machine Learning 
work. 

10	 “Iris Data Set - UCI Machine Learning Repository.” 1 Jul. 1988,  
https://archive.ics.uci.edu/ml/datasets/Iris. 

11	 “Data Sets - UCI Machine Learning Repository.” https://archive.ics.uci.edu/ml/datasets.php.
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Exploratory Data Analysis
We will start by loading the dataset and see the pattern of the distribution, as seen 
earlier in the previous chapters.

Load dataset
Iris Species is an extremely popular dataset, and that can be either used from a scikit-
learn or seaborn library. 

Scikit-learn
For the first scenario, we will load the dataset from sklearn and see how to make 
the dataset useful for later phases. This step comes under the data obtaining for 
O.S.E.M.N. Framework. So, let us start by loading the dataset from the sklearn.

Figure 3.4: Load Dataset from sklearn

Now, if we try to see the contents of the variable “iris”, then we will see that it is not 
in a tabular structure, and it has more information than the data.

Figure 3.5: Content of Iris variable



66      Machine Learning Cookbook with Python

Above, we can see some parts of the “DESCR,” and other information like “data,” 
“feature_names,” “target,” etc.

From all the different information, we will only use the “data,” “feature_
names,” “target,” “target_names.”

We will see how we can combine all the data and form a table with input and output 
features.

Let us see some of the first rows of the data set after loading it from sklearn.

Figure 3.6: Basic Data table 

Seeing the above image, we can observe that some irregularities, so some minor 
changes are required. One, the name of the columns is not as per standards, and it is 
very important to maintain the naming standard for ease of coding and readability.

Figure 3.7: Renaming Columns 

After changing the name of the columns now, it will be simple to use it in the code. We 
have another problem, i.e., for the target column, we are using integers to represent 
different categories. 
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We can add one more column that gives us the name of the species.

Figure 3.8: Adding Species name

Having the name of the species will help in the data visualization. It should be noted 
that most machine learning models don’t take a string as input. Some models take in 
string data as an input, but internally, it encodes the data to a numerical data type for 
model training. After completing the steps, let us see how the data looks.

Figure 3.9: Iris Data Table

As we have seen, we have mostly covered the basic data preparation for the next 
step, which is data visualization. But before moving forward, we will see another 
source where we can obtain the same dataset form.

Seaborn
Seaborn is a data visualization library that we had seen earlier, and it has a limited 
set of datasets12 13. The code snippet below is for loading and visualizing the data 
from Seaborn.

12	 “seaborn.load_dataset — seaborn 0.9.0 documentation.”  
https://seaborn.pydata.org/generated/seaborn.load_dataset.html.

13	 “mwaskom/seaborn-data - GitHub.” https://github.com/mwaskom/seaborn-data.
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Figure 3.10: Iris Dataset from Seaborn

The above data is similar to sklearn data, and with minimal processing, we can make 
our dataset.

Here in this chapter, we will use the data from the sklearn iris dataset.

Data Analysis
We will see some common techniques for feature analysis, and this will help to select 
the basic features which will be used for classification and clustering. 

We can use a pair plot to visualize all the features at once and the relationship with 
each other.

Pair plot
Pair plot enables us to visualize the distribution of the single variable and relation 
with all the variables. 

Note: We should keep in mind that the pair plot is an extremely computationally 
heavy operation. Iris species dataset is a small dataset, and the number of features 
is too less for computation. 

Let us see the pair plot for the dataset and analyze them later.
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Figure 3.11: Pair Plot for entire dataset

Seeing the pair plot, we can make interesting conclusions about the spread of the 
dataset and its different features.

Observations

Mostly for all the images, “setosa” is separated from other species of iris. Even if we 
look at all the distribution, the overlap between the distribution is quite less.

But when it comes to the feature “sepal_width” the overlap of the distribution of 3 
different types of the iris is very high. This is not a sign of good feature which will 
classify different species.
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Talking about other features, we can see that “versicolor” and “virginica” are 
very close to each other, and with the feature “sepal_width” the overlap is high as 
expected. 

“sepal_length” vs “sepal_width” is the worst feature descriptor for identifying the 
species “versicolor” and “virginica.”

To confirm the above hypothesis, we can validate it by finding the correlation 
coefficient.

Correlation14

Correlation is a technique by which we can find out how strong the features are 
related. There are multiple methods to find the correlation value of two variables, 
but the most popular ones are ‘pearson,’ ‘kendall’, ‘spearman.’

Below we will see the pearson correlation coefficient for iris data.

Figure 3.12: Pearson correlation coefficient15

The correlation coefficient values range from -1 to 1. Maximum Negative value(-1) 
implies a stronger negative correlation, and Maximum Positive Value(1) implies a 
stronger positive correlation. Whereas, values closer to zero(0) indicate a weaker 
correlation (exact 0 implying no correlation). Roughly, we can say when the 
correlation is one then two features/variables are linearly dependable16, i.e. if at least 
one of the vectors in the set can be defined as a linear combination of the others.

14	 “Correlation - The Survey System.” https://www.surveysystem.com/correlation.htm.
15	 “Pearson correlation coefficient - Wikipedia.”  

https://en.wikipedia.org/wiki/Pearson_correlation_coefficient.
16	 “Linear independence - Wikipedia.” https://en.wikipedia.org/wiki/Linear_independence 
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Let us take a look at how these values are calculated using the Pearson correlation 
coefficient.

( )( )
( ) ( )

, 2 2x y

x x y y
r

x x y y

− −
=

− ⋅ −

∑

∑ ∑

Where x– and y– are the statistical mean of the features.

We can implement the same above formula and validate the results.

Figure 3.13: Python Implementation of Pearson’s Correlation 

Verifying some of the results with Figure 3.12: Pearson Correlation. 

Figure 3.14: Testing to validate the code

From the above correlation table, we can plot a heatmap. Heatmap will visually give 
us the same information. 
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Figure 3.15: Heatmap of Correlation

Seeing the heatmap and the full pair plot, we can conclude that removing “sepal_
width” can result in a better-correlated dataset with “target” as the output column.

In this case, we are removing the near to zero correlated feature because we will fit 
the data to a linear model. If we have a model that can understand the non-linearity 
of the data, then it is advised to provide features with less correlation value. When 
both the included feature is highly correlated, then giving any one of them is fine 
because the other feature is a linear combination of it, and it doesn’t make sense if 
both of them are provided together.

Now removing the feature “sepal_width” for this example, we can visualize the 
dataset again.

Figure 3.16: Dropping negatively Correlated Data Column
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We should see the pair plot again to see the changes, and later we will confirm our 
hypothesis.

Figure 3.17: Pair Plot with the updated data

Next section onwards, we will see different ML techniques and perform some Data 
Preparation, which is specific to the ML algorithm. 

How to choose ML algorithms?
Choosing an ML model depends on a single factor, i.e., the type of output (categorical, 
continuous, etc.)

Here we will talk about basic classification, regression, and clustering algorithms, 
which will be covered in this chapter.
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Iris dataset is meant for classification problems but, we will modify the data, tweak 
a few things here and there in the dataset to make the dataset capable of regression 
and clustering problem.

Classification
Classification, also known as statistical classification17 , which identifies and predicts 
different class/groups using predictive learning. Input for training classification 
model is a pair of input-output features, and during the phase of testing, it only 
takes input features to predict. Before moving forward, we need to make the data 
ready for mostly all classification models.

Now, the entire dataset has to be divided into four parts.

Figure 3.18: Basic Data Splitting for ML (Source: Datacamp)

The training set contains “X_train” and “y_train” where “X_train” will contain all 
the features and “y_train” contain all the respective “target” values. As the name 
says, both of the variables will be used for training.

The test set contains “X_test” which will contain all the features to test the model. 
And “y_test” will be used to evaluate the model for its accuracy and other metrics. 
So, let us split the dataset now.

17	 “Statistical classification - Wikipedia.” https://en.wikipedia.org/wiki/Statistical_classification.
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Figure 3.19: Splitting the Dataset

As we can see, we have split the dataset into 3:1 train to test ratio. For any kind of 
classification problem, this is the technique used to split the dataset.

We will only cover the K-nn classification algorithm for classifying the Iris dataset.

K - nearest neighbors (K-nn)18

K-nn is a non-parametric19 supervised machine learning algorithm. It is one of the 
simplest algorithms to implement and understand. This algorithm can be used for 
classification and regression problems.

How does it work?
K-nn is an iterative model that works on the base formula for distance, and here we 
will use Euclidean Distance to find the distance between the 2 points in n-dimensional 
space.

2 2 2
1 1 2 2( , ) ( , ) ( ) ( ) ( )n nd p q d q p p q p q p q= = − + − +…+ −

2
1
( )n

i ii
p q

=
⇒ −∑

where p = (p1, p2, ..., pn) and q = (q1, q2, ..., qn) are two points in Euclidean n-space20.

Before formally explaining what K-nn is, let’s take an example for better 
understanding:

18	 “k-nearest neighbors algorithm - Wikipedia.”  
https://en.wikipedia.org/wiki/K-nearest_neighbors_algorithm.

19	 “Supervised Machine Learning (Parametric)”  
https://www.slideshare.net/rehanguha/supervised-machine-learning-ml

20	 “Euclidean space - Wikipedia.” https://en.wikipedia.org/wiki/Euclidean_space.



76      Machine Learning Cookbook with Python

Let us assume that we have two classes yellow circle and violet circle class, and we 
will use the only 2D graph to plot it. That is, we will only use two features to plot it.
1.	 We will plot all the points on a graph making feature as their coordinates
2.	 Then we will plot the unknown point giving the features to predict the output 

class
3.	 K-nn works on the principle of the count of nearest neighbor (class) within a, 

particularly given range. We need to choose the right value of K for that. 
4.	 Having the value K with us, we need to find the distance between the unknown 

point with all the points. Here we will use Euclidean distance for making the 
distance table.

5.	 With the distance data, we need to sort the data table into ascending order and 
consider only top K points

6.	 The maximum number of classes that belong to within the top K class is 
considered the new class of the unknown variable

Figure 3.20: K-nn Clustering representation (Source: Medium)

From the above image, we can see when K = 3 (the Violet circle, Class B), the class it 
predicts for the unknown data point is Class B but, when we increase the K = 6 (the 
Yellow circle), then the class of the unknown datapoint is Class A.

We can clearly understand the importance of selecting the right value of K for the 
model.

A smaller value of K will give a noisy and less accurate result, but on the other side, 
the very high value of K will generalize the model. It’s always advisable to choose 
the optimal value of K; we will see how we can do it later.



Iris Species      77

Model training
As this is a classification model, we need to train them with input-output pair.

Let us perform the first iteration of model training with the variables ready.

Figure 3.21: Training K-nn

Yeah, this is it. We have successfully trained the model with K = 1.

Now using “X_test” and “y_test” we need to evaluate the model quality.

Evaluation
This is the phase where we will see the different metrics; we can derive from 
Confusion Matrix-like Accuracy, Precision, Sensitivity, etc. Later with the accuracy 
score, we find the optimal value of K.

What is the Confusion matrix21?

A confusion matrix is also referred to as an error matrix, which gives us the total 
number of correct vs. incorrect result in the form of a matrix. We can derive multiple 
metrics from a confusion matrix.

21	 “Confusion matrix - Wikipedia.” https://en.wikipedia.org/wiki/Confusion_matrix.
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Figure 3.22: Confusion Matrix (Source: Manisha-BlogSpot)

We will see this confusion matrix a lot in future chapters, but here we will only go 
ahead with confusion matrix and analyze it.

Figure 3.23: Confusion matrix
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We are predicting the result with “X_test,” and comparing it with “y_test” and the 
results are pretty impressive. This result is good because we have spent a lot of time 
in data pre-processing and preparation. 

Note: In any real-time ML project, 70% of your time will go in data pre-processing 
and rest 30% in ML modeling.

The diagonal represents true positives, i.e., it has correctly predicted all the classes 
which it was intended to. There is one misclassification for “class 2”, where it 
should have been predicted “class 2” instead it predicted “class 1”.

Model tuning
Tuning is a process of improving the model’s accuracy by tuning the hyperparameters, 
in this case; the hyperparameters are no. of clusters and no. of iterations. But as the 
dataset is small and less complex, so we are keeping no. of iterations as constant. Let 
us figure out the optimal value of K. We can use the below code snippet to find it.

Figure 3.24: Optimal Neighbour Calculation 

It’s a simple idea, we will iterate through some values K, and it will range between 
K∈[1,15].

The metric we will use here is Mean Squared Error (MSE)22 or Mean Squared 
Deviation (MSD) is the measure for an average of the square of errors.
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22	 “Mean squared error - Wikipedia.” https://en.wikipedia.org/wiki/Mean_squared_error.
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The above formula gives us the error for each value of K.
We can plot all the MSE values with their respective K values on a line plot.

Figure 3.25: k-NN vs. Error plot

Seeing the image, we can see that error is highest when we choose the value of K = 9, 
and it is lowest when K = 10. Lower the MSE better the model it is.

Figure 3.26: Comparison of best and the worst model



Iris Species      81

The confusion matrix shows that when K = 10 the MSE is Zero, which means all the 
classes are successfully classified, and there is no misclassification.

But for K = 9, MSE is the highest, and the model is the worst for that case. And for all 
other values of K, the misclassification rate is the same. 

K-nn is an iterative process, and its complexity to execute the algorithm is very high, 
so to save the computational time, decision boundary23 is drawn for K-nn24.

Clustering25

Clustering is the method by which the similar data points in n-dimensional space is 
divided into different groups. Data points in each group will be similar to each other, 
and it will be different from other groups.

For using the dataset for the clustering problem, we need to remove the column 
“target” and “target_names.” 

We need to remember that clustering is an unsupervised type of machine learning, 
so the input to the training algorithm will only be the input features.

Figure 3.27: Data preparation for clustering

Above, we can see the final dataset that will be used for clustering problems.

23	 “Decision boundary - Wikipedia.” https://en.wikipedia.org/wiki/Decision_boundary.
24	 “Drawing Decision Boundaries for Nearest Neighbors - Umich.”  

http://www-personal.umd.umich.edu/~leortiz/teaching/6.034f/Fall06/knn_dt/nn-bounds+soln.pdf.
25	 “Cluster analysis - Wikipedia.” https://en.wikipedia.org/wiki/Cluster_analysis.
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K-means
K-means clustering is an unsupervised machine learning algorithm to group 
unlabeled data into multiple classes. 

How does it work?
K-means uses the concept of centroids to assign classes/groups to the data points. K 
represents the total number cluster, i.e., K number of centroids.

Steps for the K-means algorithm are as follows:
1.	 Plot all the data points in n-dimensional feature space and decide the value of K 

i.e., the number of clusters. 

	
2.	 Now randomly plot the value of K points on the graph that will represent each 

centroid of the cluster.
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3.	 Calculate all the Euclidean distance of the datapoint from the centroids.

	
4.	 Assign the least distant centroid as a class to the data points

	
	 We can write this mathematically as:

	

2arg min ( , )
i

i
c C

dist c x
∪

5.	 Calculate the new value of centroid with the data points assigned from the 
previous step

	
	 Assigning new centroids:

	

1
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c x
S ∈

= ∑
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	 So this process tries to choose centroids that minimize the distance from all the 
data points to this respective group/cluster.

6.	 Repeat Step 3 to Step 5 until and unless the position of the centroid is not 
changing, or we can say until convergence.

We can represent this process using an objective function, and we will aim to 
minimize that function.

2

1 1

( ) 1
n k

i j
i j

x c
= =

− =∑∑  

Where, ||xi - cj || is the euclidean distance between the datapoint xi and the centroid 
cj which is looped overall nth points in the ith cluster for all k clusters.

The algorithm is simple, but finding the optimal solution to the problem for higher 
dimensions d and k clusters is an NP-Hard26 problem27.

Model training
Let us start with all the features and train K-Means where K = 2. It is very important 
to know that we need to minimize the objective function. We have seen in the 
above algorithm that the initial values of the centroids are chosen at random. But 
to optimize the algorithm, we will use K-means++28 to initialize the values of the 
centroid. So, now let us train K-means with the dataset and fit it.

Figure 3.28: Modeling K-means clustering with entire data

26	 “NP-hardness - Wikipedia.” https://en.wikipedia.org/wiki/NP-hardness.
27	 “NP-Hard Problem -- from Wolfram MathWorld.”  

http://mathworld.wolfram.com/NP-HardProblem.html.
28	 “k-means++ - Wikipedia.” https://en.wikipedia.org/wiki/K-means%2B%2B.
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As “X_train” has three features so all the data points will be plotted in a 3-Dimensional 
graph, and it is extremely tough to visualize it. 

I have coded K-Means from scratch, which will be helpful to refer and to see how 
K-Means work. 

Link: https://gist.github.com/rehanguha/564fcd0ddbb389a1c4c5766ba003ed0c.

Let us go ahead and plot a 3-D graph see how difficult it is to interpret the results.

Figure 3.29: 3D plot for three features with data points

We can see the visualizing 3D graph is tough, and understanding the spatial 
information is complex. Just for visualization, I will be using only two features 
so that it can be plotted on the 2-D graph. Now we will re-train the entire model 
dropping one column.
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Figure 3.30: K-means with two features

We can observe that the position of the centroids has changed, and the stopping 
condition for the algorithm is a maximum of 1000 iterations. Now, plotting the data 
for “petal_length” and “petal_width”.

Figure 3.31: Visualizing two features data point with scatter plot

If we plot all the data points and manually try to find the cluster when we can see 
two groups, first group - at the lower left-hand corner, and the second group- at the 
top right corner.



Iris Species      87

Now, let’s see how and where does K-means place both the centroids. 

Figure 3.32: Visualizing the Centroids for two features and K=2

The red dots are the centroids of the clusters from the trained model with K = 2. We 
had made some hypothesis before plotting and, it matches the hypothesis.

We should remember that mostly the data will be in the higher dimension, and 
visualizing it will be challenged, so we need to rely on unsupervised learning and 
their given clusters.

One of the biggest hurdles for any unsupervised machine learning model is to 
evaluate the results. There are a smaller number of methods to check how good the 
model is.

Let us see what will happen if we increase the number of clusters and plot on the 
same data with two features. Now we will train K-means with 3 clusters and see 
where the centroids are placed.
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Figure 3.33: Visualizing centroids when K=4

When we have increased the number of centroids to K = 4, then we get the clusters 
like the above image.

Now the problem is how we should find the optimal value of K and analyze the 
clusters.

Note: Analyzing and finding the optimal value of K is an expensive process for 
higher dimensions, and that has to be taken care of during the exhaustive search.
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Evaluation & model tuning
Here, we will play with the value to K and see how it changes the error of the overall 
cluster.

Inertia or within-cluster sum-of-squares criterion

The within-cluster sum of squares is a metric of the variability of the observations 
within each cluster. In general, a cluster that has a small sum of squares is more 
compact than a cluster that has a large sum of squares. Clusters that have higher 
values show greater variability of the observations within the cluster, i.e., the data 
points will be sparser.
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C i ji

x cµ ∈=
−∑  

We had seen the same objective function before, where we tried to minimize it. So, 
the same mathematical formula is used to calculate the Inertia or within-cluster 
sum-of-squares criterion. 

Inertia can be used to evaluate the clusters, so this method can be used for finding 
the optimal value of K.

Elbow method29 using Inertia

The Elbow method is a process of selecting the optimal value of K for the data with 
the given clustering algorithm. In this case, it is K-means with 1000 max iteration 
and K-Means++ initialization.

This is a normal plot which is similar to K-nn model tuning and finding the optimal 
value of K. 

We need “error” and “no. of clusters” as an axis to implement Elbow method for 
a clustering problem. The point with least error and the place where it follows an 
elbow pattern, that point can be considered as the optimal value of K. Below we can 
see the line plot, and we need to find an elbow from the plot.

29	 “Elbow method (clustering) - Wikipedia.” https://en.wikipedia.org/wiki/Elbow_method_(clustering).



90      Machine Learning Cookbook with Python

Figure 3.34: Elbow Chart for 3 Features

The above image plots the Inertia with the number of clusters for all the three 
features. Reading elbow graphs is easy. We need to find the spot where the change 
in Inertia is less. 

We can see if the value of K = 3, then delta(D), is very less. So, for all three features 
if we cluster the data using K-means, then K = 3 is the optimal number of clusters.

Note: As this is a small dataset, it is easy to plot, visualize elbow graph and find the 
number of clusters, computing multiple clusters is a costly process. 

Let us see if the same pattern is followed for the same dataset with three features.
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Figure 3.35: Elbow Chart for 2 Features

We can confirm our hypothesis and say, that the elbow charts look similar, and it 
follows the same trend. Just that inertia values of all cluster(s) are slightly different.

Here the optimal value for K is three as the 3 has the least value of Inertia. The higher 
order of K's (number of clusters) is not at all a favorable choice because it does not 
give us the true nature/pattern of the clusters.

Like, when we saw the clusters on a plot. Figure 3.30, we guessed that there could 
be 2 clusters. But naturally, we didn’t guess that the plot will fit with 10 clusters. So, 
we need to choose a cluster with the least error, in this case, its within-cluster sum-
of-squares criterion.

We will see another metric, i.e., the Silhouette Score.
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Silhouette Score30

Silhouette gives the consistency of the clusters. It is a measure of its cluster (cohesion) 
compared to other clusters(separation).

Silhouette Score is represented by,
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It is the mean distance between i and other data points in the same cluster. d(i, j) is 
the distance

And,
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It is the smallest mean distance of i to all points in any other cluster, of which i is not 
a member.

Therefore, 
s(i) = 0, if |ci| = 1

So, we can write the equation as,
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Value of s(i) will range from, –1 ≤ s(i) ≤ 1. And s(i) = 0 when the number of clusters is 
1. A higher value indicates higher cohesiveness, so the clustering is good. 0 indicates 
overlapping clusters, whereas negative value means wrong clustering of the object 
because there exists another more similar cluster.

We will implement the above concept to the clusters and see how good each cluster is.

30	 “Silhouette (clustering) - Wikipedia.” https://en.wikipedia.org/wiki/Silhouette_(clustering).
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Figure 3.36: Error vs. Number of clusters for three features

This visualization is in the simplest form, and understandability is very high amongst 
other forms of visualizations31.
Here we are looking for higher values on the Silhouette Score for each value of K 
(Number of clusters).

The above one is with the entire dataset, with all three features. Next, we will see 
only with two features then conclude the optimal value of K.

31	 “Selecting the number of clusters with silhouette ... - Scikit-learn.”  
http://scikit-learn.org/stable/auto_examples/cluster/plot_kmeans_silhouette_analysis.html.
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Figure 3.37: Error vs. Number of clusters for two features

Seeing the above chart, we can conclude that the optimal value of K can either be 3  
or 2. 

But combining both the results from Silhouette Score and Inertia, we can conclude 
that the optimal value of K = 3.

It is worth noting that the evaluation for the unsupervised model is a challenge. So, 
it is advised to use multiple evaluation techniques to confirm the results.

Regression
Regression is another type of Machine Learning problem, which helps us to predict 
continuous values. Some of the known algorithms for regression are linear regression, 
logistic regression, etc. Here we will use the same dataset with some tweak in it. For 
any kind of regression, we need input-output pair for training purposes and for 
predicting, we need only input of the features as said earlier, that Iris dataset is not 
meant for regression. Still, we need to change and use some parts of the data like the 
code below.
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Figure 3.38: Data Preparation

Here, we will only work with two features, i.e., “petal_length” and “petal_width.” 
Here we will predict the “petal_width” with the help of “petal_length.” Let us see 
how both the features look in a pair plot.

Figure 3.39: Pair Plot for two selected features
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We will only select “versicolor” to predict its “petal_width” in the following 
section. Because each species will have their characteristics so, all the features won’t 
be logical and useful at the same time. Now, we will only keep ‘versicolor’ from 
the entire dataset.

Figure 3.40: Choosing only one species

With that, I need to remove/drop the “target_names” and “targets” because there 
is no use for those columns for a regression problem.

Figure 3.41: Dropping irrelevant columns for regression

We have completed the data preparation for the Regression problem. Now, we will 
start by modeling.
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Linear regression32 33

Linear regression is a statistical method to model a linear relationship between 
two scalars. Here, we will use the Ordinary Least Square method to estimate the 
unknown values of the equation.

How does it work?
Linear regression or simple regression is a numerical formula of a line.

y = mx + c
Where c is the intercept, and m is the slope.

We can write the same equation as,

0 1ŷ xβ β= +

Where, β0 is the intercept and β1 is slope or co-efficient

The simple formula for the line has two unknowns i.e. β0, β1 and two inputs, i.e., x, y.

To compute the value of β0 and β1 we can use the below formula of Ordinary Least 
Square method34.
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Here, x‾ and y‾ are the statistical mean of the features x and y respectively.
After iterating through all the values of the training data, we get an equation of a line 
where we have the values of the two unknown variables i.e. β0, β1.
When we use the same line function to predict, we will use the given value of x as 
input and the rest of the unknowns to get the answer.

Note: All the predicted values from the Linear Regression will lie on the line ŷpredicted 
= β0 + β1.xinput

32	 “Linear regression - Wikipedia.” https://en.wikipedia.org/wiki/Linear_regression.
33	 “Linear Regression.” http://www.stat.yale.edu/Courses/1997-98/101/linreg.htm.
34	 “Ordinary least squares - Wikipedia.” https://en.wikipedia.org/wiki/Ordinary_least_squares.
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This holds true for two features (here x, y), and we can  have a similar equation for 
multiple variables, which has only one output feature that is known as multiple 
regression35 36.

0 1 1 1 2

0

ˆ

ˆ ( )

n n

i i

y x x x

y x

β β β β

β β

= + + +…+
∴
= +∑

To find the value of βi, i = 1 ... n we can use Ordinary Least Squares (OLS)37. OLS is 
one of the methods to find unknown values38.
Here also we need to find the optimal value of βi, i = 0 ... n both simple linear 
equations and multiple regression. Our target is to minimize the sum of squared 
errors or mean squared error of the prediction.

Model training
From the data pair plot, we have selected “petal_length” and “petal_width” for 
this work. Let us start by visualizing it.

Figure 3.42: Scatter plot for the data

35	 “Multiple regression - Handbook of Biological Statistics.” 20 Jul. 2015,  
http://www.biostathandbook.com/multipleregression.html.

36	 “Chapter 3 Multiple Linear Regression Model The linear ... - IITK.”  
http://home.iitk.ac.in/~shalab/regression/Chapter3-Regression-MultipleLinearRegressionModel.pdf.

37	 “Multiple Regression.” http://www.csulb.edu/~msaintg/ppa696/696regmx.htm.
38	 “Multiple Regression - Data Science.” http://www.statsoft.com/Textbook/Multiple-Regression.
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If we carefully see the data, we see a linear pattern in the data. These kinds of data 
will perform best for the linear regression problems.

Let us split the dataset into training and testing datasets as we had seen earlier for 
Classification problems.

Figure 3.43: Splitting data for training a regression model

After splitting the dataset, we can see use them for training a model. But first, let us 
visualize the train and the test dataset. 

Figure 3.44: Visualizing training data

Similarly, we need to plot the test dataset and see if it follows the same pattern or 
not. There can be a problem with the covariate shift39. In short- If the distribution of 
test data and train data is different, then the model does not perform well for the test 
data. The below image shows the distribution for the test data.

39	 “Domain Adaptation / Sample Selection Bias”  
https://rehanguha.github.io//articles/2019-06/domain-adaptation.
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Figure 3.45: Visualizing testing data

Seeing the test data and comparing it with the train data, we see a similar pattern. 
So, we can make a hypothesis that the model will work fine, given the linear nature 
of the data, test and train data follows the same linear pattern. So, now let us train 
the model.

Figure 3.46: Modeling linear regression

Training the model is pretty straightforward, as shown above. From the mathematical 
equation shown previously, we are hoping to find the intercept and the coefficient 
values. Let us print the values which are computed by the sklearn linear regression 
model.

Figure 3.47: Values for the unknown variables

With the intercept and the coefficient values, we can plot a line. We can overlay the 
line on top of test data points and see where the predicted points lie.
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Figure 3.48: Plotting the predicted regression line

As discussed earlier that all the predicted points will lie on the line with the given 
intercept and co-efficient from Figure 3.45. We will confirm that hypothesis by 
plotting the predicted data points.

Figure 3.49: Predicted values lie on the regression line
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It is confirmed that all the data points are on the line, and the difference between the 
original value and predicted value gives us the error. The logic can be implemented 
without using the sklearn package, as shown below.

Figure 3.50: K-means without any package

Now we have implemented linear regression, and we can compare the values of 
intercept and the coefficient, and they are the same.

So, by now, we know how linear regression works, and it is implemented. In the next 
section, we will see some error evaluation technique(s).

Evaluation
We now need to evaluate the quality of the model. Lower the error better the model. 
As this is a regression problem, we will know the desired output. With the desired 
output and the predicted output, we can find the error in the prediction. The below 
image shows what the error is.
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Figure 3.51: Method to find an error

As we know, the predicted values will lie on the line, so the error with the desired 
output is the perpendicular projection on the line. We will see only a handful of error 
metrics here.

Mean Absolute Error40
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Mean Squared Error41

It is the average of the squared error of the prediction.
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Root Mean Squared Error42

Similarly, it is the Root of MSE
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40	 “Mean absolute error - Wikipedia.” https://en.wikipedia.org/wiki/Mean_absolute_error.
41	 “Mean squared error - Wikipedia.” https://en.wikipedia.org/wiki/Mean_squared_error.
42	 “Root mean square - Wikipedia.” https://en.wikipedia.org/wiki/Root_mean_square. 
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R2 Score or Coefficient of Determination43

R2 score gives us a statistical measure of how good the predictions approximate the 
original values. The coefficient of determination value of 1 represents a perfect fit 
with the data points.
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where, 

SSres i.e., Residual Sum of Squares44
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and, SStot is the total sum of squares45 (it is proportional to the variance of the data)
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Now, let us see all the error metrics, and we are expecting fewer errors as per our 
hypothesis.

Figure 3.52: Different error metrics for evaluation

The error for the model is extremely low, and that’s a good sign. But sometimes, if 
the error is too less, then there can be a problem of over-fitting.

43	 “Coefficient of determination - Wikipedia.”  
https://en.wikipedia.org/wiki/Coefficient_of_determination.

44	 “Residual sum of squares - Wikipedia.” https://en.wikipedia.org/wiki/Residual_sum_of_squares.
45	 “Total sum of squares - Wikipedia.” https://en.wikipedia.org/wiki/Total_sum_of_squares.



Iris Species      105

Below we have some images that represent the problem of under-fitting, fit, and 
over-fitting46.

Figure 3.53: Under-Fitting vs. Fit vs. Over-Fitting

When the model understands all the points, and it predicts accordingly (Degree 15 
polynomial equation from the image) (Generally higher degree of the polynomial 
equation), then it is said to over-fit the data.

On the other hand, when the model does not understand the underlying pattern on 
the training dataset, then it is referred to as an under-fitting (Generally lower degree 
of the polynomial equation).

The optimal solution for this problem is a fit model where the model identifies the 
underlying data pattern. Still, it does not fit through all the training data points that 
model will be referred to as a fit model. With this, we will conclude this chapter.

Further reading
In future chapters, we will mostly cover classification related problems, which will 
be applicable for both regression and clustering problems. But it is advised to go 
through some more algorithms related to regression and clustering. With the above 
knowledge, we can explore some more algorithms(the behavior of the algorithm 
will change but the functionality won’t) as listed:

46	 “Overfitting - Wikipedia.” https://en.wikipedia.org/wiki/Overfitting.
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Regression:
1.	 Lasso regression
2.	 Multivariate regression
3.	 ElasticNet regression
4.	 Ridge regression
5.	 Stepwise regression

Clustering:
1.	 Expectations – Maximization clustering using Gaussian Mixture Models (GMM)
2.	 Agglomerative Hierarchical Clustering
3.	 Density-Based Spatial Clustering of Applications with Noise (DBSCAN) 
4.	 Mean-Shift clustering

Others:
1.	 Auto Encoder
2.	 Machine Translation (Natural Language Processing -NLP)
3.	 Transcription
4.	 Image Denoising, etc. 

Conclusion
This chapter mostly covered the basics of machine learning, how to handle different 
scenarios and play with the data, data preparation, last but not least, Machine 
Learning Modeling. We need to know one thing very clearly that Data Preparation, 
Data Pre-processing takes up 60%-70% of the entire ML Project. 

In this chapter, we have introduced the basics of Machine Learning and some 
rudimentary algorithms for different types of ML problems. If someone has 
implemented the code, then they can easily start analyzing simple structured data 
and draw some insights from it and then use ML concepts to create a model as per 
the type of problem.

Next chapter, we will see different ML algorithms, different datasets, and put 
ourselves into different situation w.r.t. Data. Iris dataset was a basic dataset or a 
steppingstone to the world of Machine Learning problems. Later we will see real-
world data, which will solve practical problems.



Introduction
Credit Card Fraud1 Detection is one of the hottest topics of Machine Learning. For 
simplicity, we can compare this same concept with any financial transaction2. This 
chapter will cover various techniques to handle skewed data, and some relevant 
machine learning models to address this problem.

This chapter will give the readers the skill to handle the features just with their 
statistical analysis, when domain knowledge (that information of the feature is 
extremely important when it is available) information is not available. Readers will 
also find ways to handle a skewed dataset and how to draw information out of it. 
Finally building the right model for the same. 

This skill is to understand different types of data and making an ML model is one of 
the crucial skills for any ML practitioner. It is important to know that data crunching 
concepts are “The Skill” to have for this role.

1	 “Credit card fraud - Wikipedia.” https://en.wikipedia.org/wiki/Credit_card_fraud.
2	 “Financial transaction - Wikipedia.” https://en.wikipedia.org/wiki/Financial_transaction.

Chapter 4
Credit Card Fraud 

Detection
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Structure
	 •	 Let’s understand the data
	 •	 Prerequisites
	 •	 Data analysis
	 •	 Modeling

Objective
This chapter won’t follow a proper structure as a Machine Learning pipeline. 
Instead, this section will be how I being a Machine Learning Researcher, handle a 
project given a problem. The structure will be a representation of how I work and 
handle and not exactly what I do. In real life scenarios we go back and forth multiple 
times for a single analysis or step, and representing that will make the chapter a bit 
haphazard. I will try my level best to represent my working style, and every ML 
Practitioner has her/his own style to tackle a problem. But if we broadly categorize 
the style, then all the Machine Learning pipeline blocks will be covered. Here the 
dataset used won’t be usual so, handling it won’t be straight forward. With all the 
above, we will also learn about handling an imbalanced dataset.

Let’s understand the data
This is a credit card transaction data for two days of September 2013 for European 
cardholders. The statistics say there were a total of 492 frauds out of 2,84,807 
transactions. This is a highly imbalanced dataset that we need to handle.

Source of the dataset:

The dataset has been collected and analyzed during a research collaboration 
of Worldline and the Machine Learning Group (http://mlg.ulb.ac.be) of ULB 
(Université Libre de Bruxelles) on big data mining and fraud detection.
Let us start by loading the dataset to a Pandas DataFrame.

Figure 4.1: Load dataset

As we can see, the total number of columns is 31, and the total number of records 
is 2,84,807. 
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Below we have a code snippet to see all the columns. 

Figure 4.2: Dataset Columns

Seeing all the columns, we can observe there is a column like “Time,” “Class,” 
“Amount,” “V1,”..., “V28”.

Column descriptions
	 •	 Time: Number of seconds elapsed between this transaction and the first 

transaction in the dataset
	 •	 Amount: Transaction amount
	 •	 Class: 1 for fraudulent transactions, 0 non-fraudulent 
	 •	 V1..., V28: These are the features of the dataset. It may be the result of a PCA 

Dimensionality reduction to protect user identities and sensitive features. 
But this is all that we have to work with.

“Class” is the feature that we need to predict from this dataset using all the 28 
features, “Time” and “Amount.”

The features V1, ..., V28 are dimensionality reduction3 of some original features. The 
problem with this feature is that we are not aware of what feature it is, so logically 
tackling the features; in this case, is not possible. Say, if we have a feature called 
“Name” and we wanted to predict whether a transaction is fraudulent or not. Here, we 
can clearly say that the feature “Name” is not correlated with the type of prediction. 
But, in the case of the dataset we are using, we have no clue about the feature. 

In this case, we will only be dependent on statistical metrics and relations to choose 
the best features for predicting the desired class.

Now we will see another problem, i.e., imbalanced data, which we need to tackle for 
getting a good model for the problem space.

3	 “Dimensionality reduction - Wikipedia.” https://en.wikipedia.org/wiki/Dimensionality_reduction.
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What is an imbalanced dataset?
An imbalanced dataset is when one output class has extremely high entries compared 
to the other output class. In this case, the positive class, i.e., fraudulent transaction 
class, has a few entries compared to the non-fraudulent/normal transaction class. 
So, the positive class(i.e., frauds) only accounts for 0.172% of the total transactions.

We will verify these numbers when the dataset is loaded.

Figure 4.3: Class Frequency

It is evident that this is a highly imbalanced dataset, and among 2,84,807 total records, 
only 492 records are class 1, i.e., those records are a fraudulent transaction. So, we 
can confirm that the positive class only accounts for 0.172% of the entire dataset.

Now, let us visually see how imbalance the dataset is?

Figure 4.4: Class distribution 
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We can now see the difference visually and, the difference is so high that we can coin 
this dataset as a highly imbalanced dataset. Next, we can check for NULL values in 
the dataset.

Figure 4.5: NULL count

Hopefully, we do not have any NULL values to handle in the dataset. So, going 
ahead, we will only take care of the imbalanced nature of the dataset and making 
sense of the features.

Knowing the features
Till now, we have seen many things about the dataset and its nature. In this section, 
we will analyze the features, know their types, and some similar information.

Let us see some of the values for all the features and know, how the value looks.

Figure 4.6: Dataset rows

We can observe a few things from the above code output. 
	 •	 Class is either 0 or 1
	 •	 An amount is a floating-point number (and it cannot be negative), any 

financial transaction cannot be negative
	 •	 Time as we know it will start from 0 and always be a positive integer
	 •	 V1...V28 can be negative or positive from the above Figure 4.6
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Let us see all the information about the dataframe now.

Figure 4.7: Dataset Information

We can see it’s a relatively large dataset compared to the previous dataset used. All 
of them are non-null, so we don’t have to take care of null values for this dataset. 
Training a model with all the features generally don’t make sense. We need to choose 
the features in such a way that those features will have some contribution to the 
decision of the output class.
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Correlation of the dataset will give us a rough idea of what we are dealing with.

We will try to see a correlation plot with a heat map to figure out the highly correlated 
and non-correlated features.

Figure 4.8: Correlation of heat map

We now need to find some features among 28 dimensionally reduced features that 
we can use to train the model. We went with the heat map and not the table because 
seeing the numeric table will be confusing for everyone, and the number of features 
is so high tracking them is a real problem. But anything visually gives us higher 
information compared to reading through a large table.

Let us take some time to analyze the heat map.

Here red is negatively correlated, and blue is positively correlated, and peach 
represents not correlated.
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For simplicity, we will only compare the correlation against “Class,” because in the 
end, we will try to predict the “Class” of the record.

If we analyze the features, then we can eliminate some of the features seeing the 
correlation between the features. In this case, we take features that are not highly 
correlated and zero as well. For this dataset, we will use both linear and nonlinear 
models.

I will again reiterate that we select a correlation based on the model and what we 
try to achieve. Taking multiple highly correlated features won’t make any sense. We 
should always consider the entire correlation matrix and see how each correlation 
of the feature is linked. For example, we know feature A is highly correlated with 
the output class. And, B is highly correlated with A. Therefore, A and B are linearly 
dependent on the output class. So, taking any one of them will do. The more someone 
plays on this space, the more efficient one will become in terms of feature selection.

Features like V1, V3, V5, V7, V9, V10, V12, V14, V16, V17, V18 have some relation 
with “Class” compared to the other features.

But now there are some interesting things which we need to take care of. All the 
28 features are dimensionally reduced features through Principal Component 
Analysis (PCA). Before PCA is applied, the dataset is first normalized. So, we need 
to apply normalization to rest of the columns as well. We will see all the concepts in 
the later section.

Prerequisites
We will introduce some of the concepts which we will use in this chapter. These 
topics, which will be discussed, are widely used in the Machine Learning domain. 
Normalization, Cross-Validation, PCA all play an important role in handling the 
data, and it has a significant effect on the result/output from the model.

Normalization4/Feature scaling5

Normalization is used in a variety of ways in statistics. It is also known as feature 
scaling. The meaning we are going after, is the normalization of the range of the data 
to a standard scale.
	 •	 Case 1: Say we have four lengths; all of them are in centimeters, and only 

one of them is inches. So, in those cases, we need to follow one standard and 
generalize all the length units. 

4	 “Normalization - Wikipedia.” https://en.wikipedia.org/wiki/Normalization.
5	 “Feature scaling - Wikipedia.” https://en.wikipedia.org/wiki/Feature_scaling.
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	 •	 Case 2: We have two features like Age and Salary, and we can easily say 
that both of the features will have a different range. Hence, we will use 
normalization/scaling techniques to bring them on the same scale.

As seen in the previous section, that all the values had a different range. Let’s 
consolidate those values and see their ranges for all the features.

Figure 4.9: Range for all columns

From the above image, we can see the max and min of the feature side by side. We 
need to apply some scaling concepts to standardize/normalize the dataset.

Seeing the feature ranges, we can see “Time” and “Amount” has not been scaled. 
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To gain more understanding about the dataset, we need to understand different 
types of scaling techniques that will help us to deal with the dataset. 

Min-max feature scaling (Rescaling)
This is one of the most common, important, and simple scaling algorithms. Here we 
scale the entire column with any given range into a usable given range [a, b]. 

( ( ))( )
( ) ( )

ix min x b a
x a

max x min x
− −

′ = +
−

The above equation will iterate through all the elements and scale with the columns/
list’s min, max values.

Generally, we scale the list/series into the range [0, 1]. 

Therefore, a = 0 and b = 1, replacing them will give us the below equation.
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−
′ =

−

When the min-max feature is generally used, the above equation is referred to with 
range [0, 1].

But there can be some cases where we need to scale down to a given range.

Note: Scaling down using mix-max feature scaling, won’t change the distribution 
of the feature. It only changes the range and keeping the distribution the same for 
the feature.

Mean normalization
We have another variety of scaling, i.e., Mean normalization, and the mathematical 
formula for it is:

( ) ( )
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x
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There can be situations where this can be used but, generally, it is used less compared 
to the other scaling techniques. We have another form of normalization, which can 
be achieved by tweaking the above equation.

Standardization (Z-score normalization)
This is one of the most popular normalization methods. In the process of 
standardization, each feature has zero-mean and unit variance or standard deviation.
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We can achieve that using the below equation:

ix x
x

σ
−

′ =

Note: Scaling down using standardization will change the distribution of the 
feature and try to make mean close to zero, and the standard deviation equals to 
one.

Principal component analysis6

Principal component analysis (PCA) is a statistical method to explain variance 
and covariance structure of a set of variables through linear combination. It uses 
the concept of orthogonal transformation7 to convert the set of variables (mostly 
correlated variables) into a set of linearly uncorrelated values8, i.e. also known as 
Principal component.

We will see briefly in the form of an algorithm of how it works:
	 ●	 Step 1: Get the data in the form of m x n matrix 
	 ●	 Step 2: Standardize the matrix feature-wise
	 ●	 Step 3: Calculate the Covariance Matrix9

	 ●	 Step 4: Calculate Eigenvectors10 and Eigenvalues11 of the Covariance Matrix, 
i.e., Eigen decomposition12 13 of the Covariance Matrix

	 ●	 Step 5: Choose the Principal Components and form a feature vector
	 ●	 Step 6: Deriving the new dataset and form the clusters

PCA is one of the popular methods to perform dimension reduction on a large 
dataset, and it helps in multiple ways like visualization, handling a smaller number 
of columns/features for modeling. I will recommend going through the mathematics 
of PCA for a better understanding of how it works, and it is one of the important and 
rudimentary concepts of Machine Learning.

6	 “Principal component analysis - Wikipedia.”  
https://en.wikipedia.org/wiki/Principal_component_analysis.

7	 “Orthogonal transformation - Wikipedia.” https://en.wikipedia.org/wiki/Orthogonal_transformation.
8	 “Correlation and dependence - Wikipedia.”  

https://en.wikipedia.org/wiki/Correlation_and_dependence.
9	 “Covariance matrix - Wikipedia.” https://en.wikipedia.org/wiki/Covariance_matrix.
10	 “Eigenvector -- from Wolfram MathWorld.” http://mathworld.wolfram.com/Eigenvector.html.
11	 “Eigenvalue -- from Wolfram MathWorld.” http://mathworld.wolfram.com/Eigenvalue.html.
12	 “Eigen Decomposition -- from Wolfram MathWorld.”  

http://mathworld.wolfram.com/EigenDecomposition.html.
13	 “Eigendecomposition of a matrix - Wikipedia.”  

https://en.wikipedia.org/wiki/Eigendecomposition_of_a_matrix.
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Cross-validation
Cross-validation is a technique by which we can assess how it will perform in 
practice, i.e., in real-time data. Cross-validation is a model validation technique to 
ensure its performance, but it only works best when the training dataset distribution 
is similar to real-time data distribution.

There are different types of cross-validation techniques:
	 ●	 Exhaustive cross-validation
		  o  Leave-p-out cross-validation14

		  o  Leave-one-out cross-validation
	 ●	 Non-exhaustive cross-validation
		  o  k-fold cross-validation
		  o  Holdout method
		  o  Repeated random sub-sampling validation15

We will take a look at the k-fold cross-validation technique as that is one of the most 
popular validation techniques.

Figure 4.10: k-fold cross-validation (Source: scikit-learn)

14	 “sklearn.model_selection.LeavePOut — scikit-learn 0.22 ....”  
http://scikit-learn.org/stable/modules/generated/sklearn.model_selection.LeavePOut.html.

15	 “Lecture 13: Validation.” http://research.cs.tamu.edu/prism/lectures/iss/iss_l13.pdf.
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The above diagram shows the image for k-fold cross validation where k = 5.

We can see from the above image that we divide the training data into k folds or k 
sections. Then each section is selected once as a validation dataset, and rest sections 
are used for training. Due to the folding concepts, the models are less prone to 
overfitting.

The goal of cross-validation techniques help the model to solve problems like 
overfitting or selection bias and gives an insight into how the model will generalize 
to an independent/unknown dataset.

Data analysis
We need to work on the data and analyze all the features and later choose the best 
features for predicting the class.

Let us start by seeing some distribution of the features and analyze them.

Previously, we have seen “Time” was not scaled, and the range for that feature was 
[0,172792]. We can check the distribution of the feature and see how it looks.

Figure 4.11: Bi-modal “Time” distribution plot

Seeing the above distribution, we can see two spikes in transaction one at 50000 sec 
and another at the 13500-sec range. That means we can see there are two similar 
modes16 in the distribution.

16	 “Mode (statistics) - Wikipedia.” https://en.wikipedia.org/wiki/Mode_(statistics).
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This is a Bimodal Distribution17, and it is a continuous probability distribution with 
two different modes.

We can confirm the structure with KDE.

Figure 4.12: KDE for “Time”

KDE clearly shows that there are two similar modes to this continuous distribution. 

Note: There can be more than two modes in a continuous probability distribution, 
and those are known as Multimodal Distribution18.

18

We have seen the distribution for “Time,” and now we need to see the distribution 
for the feature “Amount.”

We are expecting a skewed distribution as we know it cannot be uniform because of 
the extremely high-value credit card transactions are rare compared to the average 
amount transaction.

17	 “Bimodal Distribution - STATISTICA Help.”  
https://documentation.statsoft.com/STATISTICAHelp.aspx?path=Glossary/GlossaryTwo/B/BimodalDistribution

18	 “Multimodal distribution - Wikipedia.” https://en.wikipedia.org/wiki/Multimodal_distribution.
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Figure 4.13: “Amount” Frequency Distribution

Seeing the distribution, we can confirm the hypothesis about the skewness. We see 
the mode for the distribution lies at the far left of the distribution, may be the mode 
will range from [1, 1000] for this distribution. But, this kind of distribution is not odd 
because it is an expected distribution for any transaction dataset.

We can see the KDE plot for the same as well. 

Figure 4.14: KDE for “Amount”
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KDE plot also shows some density at the right end, and those are outliers. And for 
this business statement, the outliers are extremely important because there can be 
fraudulent transactions with any transaction amount.
We should try to see if there is any visual link/similarity among the distributions. 

Figure 4.15: Comparison for an “Amount” and “Time” KDEs

Unfortunately, from the distribution, we cannot make any sense. So, we need to drop 
this idea to compare “Time” and “Amount” distribution separately.
It will make sense if we plot a chart between “Time” vs. “Amount.” We should know 
that for every “time” what will be the “amounts” like it is shown above.

Figure 4.16: Summed “Amount” grouped by “Time.”
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For any plot, especially the bar plot, we cannot plot multiple values for the same 
time interval, so it’s better to plot the sum of “Amount” for each of the time intervals. 
We are expecting some time intervals, which will have a spike, in the sum of their 
total transaction amount. 
Let us go ahead and plot such kind of bar plot.

Figure 4.17: Summed “Amount” Bar Plot

This shows what we exactly, thought, so; this gives us a rough idea about the sum of 
the amount distributed.
Here, we can only see the frequency of the amounts for the given time. But, need a 
plot that will help us to see the fraudulent transactions and the range for amounts.

Figure 4.18: Class-wise “Amount” vs. “Time” Scatter Plot
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The above figure shows the range for the fraudulent transaction to be around [0, 
2500]. We can test this out and the range of the fraudulent transaction amount.

Figure 4.19: Range for Fraudulent Class

We can confirm the hypothesis seeing the range above. One more thing we can check 
and think about is, what are the total number of records whose amount value is 
Zero. Does it make sense to keep zero-valued transactions in the dataset? How can 
there be a fraud when the transaction value is zero?

Figure 4.20: Count of records where “Amount” is zero

We have a small chunk of records where “Amount” equals to zero. We need to see 
the breakdown down of “Class” as well and decide whether to keep it or ignore it. 

Figure 4.21: Class-wise Zero “Amount” Transaction

Seeing the breakdown, we can clearly say that it is not significant enough to impact 
the decision or prediction. But the question we raised about the zero amount 
transactions does not have a proper logical solution as we cannot back it up with 
any proof. The dataset description does not say much about this type of transaction, 
so the chances of removing this kind of transaction are pretty high. 

We will see more distributions and later decide to keep it or not.

Let’s think more about the dataset and see what can be done with it. 

So, now we should try to plot distributions for all the class only for “Time” and 
“Amount.” Before that, we need to split the dataset into two different data frames 
based on “Class.”
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Figure 4.22: Shape of Fraudulent and Non-fraudulent Class 

For some time, we will ignore those transaction zero records and consider the entire 
dataset. Seeing the above code, we now have two data frames, one containing all the 
fraudulent transactions and another containing all the non-fraudulent transactions.

With those, we can now individually plot the distributions. We can start with the 
“Amount” distribution.

Figure 4.23: “Amount” Frequency Distribution for Fraudulent and Non-fraudulent Class

Seeing the above image, we can see the distribution is same or nearly identical 
if we compare them. KDE will be same as well, which we can confirm by  
plotting it.
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Figure 4.24: “Amount” KDE for Fraudulent and Non-fraudulent Class

The KDE is similar, and the distribution looks similar. The fraudulent transaction 
KDE is a bit spread compared to the non-fraudulent transaction but, it won’t be of 
much use because the size of the dataset is small.

We need to perform something similar for “Time” as well and see the distribution. 

Figure 4.25: “Time” Frequency Distribution for Fraudulent and Non-fraudulent Class
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Interestingly, the “Time” distribution for Fraudulent transaction is different. We can 
confirm and analyze after plotting the KDE.

Figure 4.26: “Time” KDE for Fraudulent and Non-fraudulent Class

Seeing the above distribution, we can draw two conclusions:
1.	 Non-fraudulent transaction for both “Time” and “Amount” looks the same when 

compared with the entire population. That is because the size of the Fraudulent 
dataset is so less the impact is not significant enough to change the distribution.

2.	 Fraudulent transaction for “Time” looks different, and that has some significance, 
i.e., the density of the distribution is higher at the beginning of time, and there 
is only one statistical model to the distribution. We need to keep this in mind, 
when we scale the data and make sure this kind of pattern is not lost.

Lastly, for this section, we will see individual “Class” plots for “Time” v/s “Total 
Amount” as we have seen the Figure 4.17.
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Let us go ahead and see the distribution for the non-fraudulent dataset.

Figure 4.27: Non-Fraudulent Summed “Amount” vs. “Time”

As with the previous plots for this class, this is highly similar to the plot for the entire 
population. But we are expecting something different from the Fraudulent dataset 
as the distribution for the “Time” feature was a bit different. 

Figure 4.28: Fraudulent Summed “Amount” vs. “Time”
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As we thought, the plot will be different from the hypothesis, and we find the 
hypothesis to be true. We can see that the sum of the amount is not that high compared 
to Non-Fraudulent one, and that is obvious but, we can say the transaction amount 
is not of high variance. We can confirm the total amount of different classes.

Figure 4.29: Total summed amount for different class

We can see the total amount for each group and removing the zero-amount 
transaction would not affect the “Amount” distribution, and it won’t change the 
“Time” distribution as the size of the exception is very low. So, it will be safe to 
remove those records.

Figure 4.30: Removing Zero “Amount” Transaction

With the above code snippet, we have removed those transactions. Moving forward, 
we will use this dataset for all analyses and modeling.

Mostly, we have covered different analyses for different features. This step is 
extremely tedious, and I will be repeating the same thing over and over again 
because it is one of the most crucial parts of the pipeline. On top of that, this is an 
iterative process, i.e., we need to go through the same visualization again and again 
when we perform a slight change in the dataset. We should be well aware of the 
change, cause, and the impact for any tweak which is performed on the dataset.

This is one part of the data analysis, and we are yet to touch the features V1..., V28. 
Before that, to make the comparison, we need to perform some other operations as 
well so that the analysis is logical, and we could make some sense out of it.

We are yet to cover concepts like scaling/standardization, handling imbalance, data 
analysis.
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Scaling19

We had talked about scaling and normalization before under the head “Prerequisites.” 
Those concepts will be used on “Time,” and “Amount” as those were the only columns 
that were not scaled. V1..., V28 features are scaled during the process of PCA itself. 
Now we need to make all the features same for the comparison.

Standard scaler20

Standard scalar from the sklearn implements standardization/Z-score normalization.

ix x
x

σ
−

′ =

Where, x– is the mean, and s is the standard deviation.

We know from the data description that all the features from V1..., V28 are scaled as 
those are the output result of a Dimension Reduction Algorithm, i.e., PCA.

So, we will only implement standard scaling for “Time” and “Amount.”

Figure 4.31: Standard scaling the features

Here, we are using different features to store the scaled values because we need to 
compare them with the original values and choose to keep the best feature.

We need to visualize the change in the distribution compared with the original 
distribution so that we can decide whether to keep or discard it.

19	 “Feature scaling - Wikipedia.” https://en.wikipedia.org/wiki/Feature_scaling.
20	 “sklearn.preprocessing.StandardScaler — scikit-learn 0.22 ....”  

http://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.StandardScaler.html.
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The below function will help to plot the comparison with the original dataset.

Figure 4.32: Function to plot KDE

From the above code snippet, we are expecting the same distribution. The original 
distribution will be on the top row, and the scaled distribution will be on the  
bottom row.

We can see the plot below and analyze it further.

Figure 4.33: Comparing Standard Scaled Features with Original Features

We can see from the above-scaled distribution that the values of the axis have been 
changed and scaled-down a lot, keeping the distribution same. If we now see the 
difference between the “Time” and “Amount” scale, it has significantly reduced from 
the original one.

Let us see the same in the correlation matrix and see if there are any changes or not.



132      Machine Learning Cookbook with Python

Figure 4.34: Correlation heat map after scaling

Interestingly, after scaling, it did not make any visual change, and that is only 
expected because, “Amount” and “scaled_amount” features correlation equals to one.

We will see a few more scaling algorithms and see whether we can use it or not.

From the next algorithm onwards, we won’t be plotting the correlation heat map. 
At the end of the scaling section, we will see a single correlation heat map and  
analyze it.

Robust scaling21

Robust scaling is similar to standard scaling, but it removes the median and scales 
the data points according to the IQR.

21	 “sklearn.preprocessing.RobustScaler — scikit-learn 0.22 ....”  
http://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.RobustScaler.html.
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Figure 4.35: Robust scaling

Robust scaling helps to handle the outliers better than standard scaling. We will also 
check the distribution and compare it with Standard Scalar.

Figure 4.36: Comparing Robust Scaling

It didn’t change that distribution, but the range and the scale are changed. Compared 
with both the Original and Standard Scalar, it is quite similar. 

Power transformer22

Power transformer belongs to a family of parametric23, monotonic transformations24 
that target to map/project data points from any distribution to as close to a Normal/
Gaussian distribution. This process helps to stabilize the variance of the data and 
minimize skewness. This method has the highest effects on skewed data.

As a power transformer is based on monotonic transformation, so it preserves the 
rank of values among the feature.

22	 “sklearn.preprocessing.PowerTransformer — scikit-learn 0.22 ....”  
http://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.PowerTransformer.html.

23	 “Parametric equation - Wikipedia.” https://en.wikipedia.org/wiki/Parametric_equation.
24	 “Monotonic function - Wikipedia.” https://en.wikipedia.org/wiki/Monotonic_function.
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Figure 4.37: Code for power transformer

Similarly, like before, we will use a different feature to store the scaled values. It will 
later help us to compare all the scaled features and come to some conclusion.

Let us see the KDE for the scaled feature and can assume that this plot will be 
interesting as “Amount” was highly skewed data. But, for “Time,” the change won’t 
be significant.

Power transformer uses the algorithm Yeo-Johnson transform to scale the values 
with the below law:
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Where the Yeo–Johnson transformation allows zero and negative values of y. λ can 
be any real number, and λ = 1 produces the identity transformation.

Now let us apply the above concept with the dataset and see how it looks.

Figure 4.38: Comparing power transformer
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“Amount” feature had quite a lot of change, and it is not similar to a normal distribution 
but, when compared to “Time” distribution, the change is a lot.

If we again scale the scaled feature, then this will transform into a normal distribution. 
But it won’t make sense to scale twice.

Quantile transformer25

Quantile transformer is a non-parametric method to transform the features such 
that it follows a uniform or a normal distribution. Therefore, for a given feature, 
this transformation tends to spread out the most frequent values. It also reduces the 
impact of (marginal) outliers: this is, therefore, a robust pre-processing scheme.

Even quantile transformer is based on monotonic transformation, so it preserves the 
rank of values among the feature.

Figure 4.39: Quantile transformer

Here, we will be performing for both uniform and normal distribution for both the 
features “Time” and “Amount.”

We will start with transforming to a normal distribution and see how it works out.

25	 “sklearn.preprocessing.QuantileTransformer — scikit-learn ....”  
http://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.QuantileTransformer.html.
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Figure 4.40: Comparing Quantile Transformer -Normal

The above distributions have a massive change from the skewed distribution, and 
now the “Amount” looks similar to a Gaussian distribution, it is the same case for 
“Time” as well.

Similarly, we will see for uniform distribution that the scaled value will resemble a 
uniform distribution.

Let us plot and confirm the above hypothesis.

Figure 4.41: Comparing Quantile Transformer -Uniform

We can see that “Amount” is now a uniform distribution, and “Time” is close to a 
uniform distribution.
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Seeing the distributions alone won’t make any sense until and unless we see the 
effect. We can plot the correlation heat map for all the scaled features which we have 
done so far and see which type of scaling serves the best.

Figure 4.42: Correlation heat map after applying all scaling algorithms

Now, we need to analyze this correlation matrix and figure out the available scaled 
feature.

It is 100% possible that we choose one scaling algorithm/technique for one feature 
and another scaling algorithm/technique for a different feature.

We have one observation that none of the dimensionally reduced features changed 
its correlation with respect to “Time” and “Amount.” There can be one reason why 
this is happening, i.e., due to the imbalance. Next section, we will see how to tackle 
the imbalance nature of the dataset and again visualize the correlation. Then we can 
see there will be a significant change in the correlation, and it will be easier to choose 
the best features that will have a contribution to the decision we make.
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Analyzing this correlation heat map is very tough as we are not taking V1..., V28 
into consideration as of now. So, it is better to plot all the scaled amounts and time 
separately to analyze them.

Figure 4.43: Code for plotting only scaled features

The above code snippet will generate the below image. We will use the simplified 
and reduced version of the correlation matrix like the below image.

Figure 4.44: Correlation for all scaled features
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We need to compare “Time,” “Class,” and “Amount” and see an interesting result 
that has nearly zero change in correlation concerning “Class.” But some changes 
can be seen for statistical mean, standard deviation, and other features, as shown in 
the below diagram.

Figure 4.45: Description of scaled “Amount.”

The above diagram shows all the scaled features for “Amount.” We can see some 
changes like “std,” “mean,” IQR, and min-max. Next, we will see similar changes to 
the feature “Time.”

Figure 4.46: Description of scaled “Time.”

“Time” also reflects the same characteristics as “Amount,” but the change is drastic 
for some algorithm for the future “Amount.” Being an ML practitioner, we need to do 
the same thing again and again, and every work depends on the experience. Like we 
have seen, there is not much information we found out from this scaling section but, 
when we will go ahead with the next section, i.e., handling the imbalanced data, we 
will see a huge improvement with the results from scaling too.
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Splitting dataset
Before moving forward with handling the imbalance, we need to split the data for 
many reasons. One of the major reasons is for testing the model. We do not want to 
test the model with oversampled or undersampled data because that may lead to 
the wrong result.

Previously, we have used train_test_split function to split the dataset into a test 
and train. So, let us see split the dataset using the below code snippet.

Figure 4.47: Splitting dataset (Traditional)

We are trying to split the dataset then printing the percentage of fraudulent and non-
fraudulent transactions for both train and test datasets.
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Let us see the output and analyze it.

Figure 4.48: Split Data Statistics (Traditional)

We can see a few things that are the percentage of fraud training data is 0.17%, and 
the percentage of fraud test data is 0.14% but, the original dataset has only 0.16%  
of data.

We need to make the fraud percentage the same or similar to the original fraud 
percentage. As we are dealing with an extremely small percentage of fraud data, our 
target should be the same.

This will help us to make the dataset distribution similar to the original one. We have 
to always keep in mind that the total number of fraud class is too less.

There is a solution to this problem that is stratified K-fold26, it is a similar concept like 
a cross-validation K-fold technique. It gives us the same distribution as the original 
distribution.

26	 “sklearn.model_selection.StratifiedKFold — scikit-learn 0.22 ....”  
http://scikit-learn.org/stable/modules/generated/sklearn.model_selection.StratifiedKFold.html.
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Figure 4.49: Splitting Dataset (StratifiedKFold)

From the above code snippet, we are expecting the training and testing dataset with 
the class distribution like the original one.

Figure 4.50: Split Data Statistics (StratifiedKFold)

We got the expected output, i.e., the percentage of the class distribution is the same 
for the train, test, and the original dataset. Now, we can go ahead with handling 
imbalance characteristic of the dataset.
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Handling imbalance
Tackling imbalance dataset can be done in a few ways
1.	 By oversampling the smaller dataset
2.	 By under-sampling the larger dataset
3.	 Mix of oversampling and under-sampling

In oversampling, we will generally create synthetic data points for the class, which 
has low counts. So, for oversampling, we have to use the test data from the original 
data, because after performing oversampling, if we split the data that won’t be 
correct, and we will get a wrong result.

But for under-sampling, we can use the original dataframe to make a sub-sample 
out of it. But, in this case, we will only use the train test dataset.

What is a sub-sample?

Sub-sample just means a part of the original dataset, but in this scenario, the 
subsample will be 50-50. We will take the entire Fraudulent class and under-sample 
the non-fraudulent class so that the ratio is 50-50.

Advantages of sub-subsample are:
1.	 Overfitting is a common problem when there is an imbalance because it assumes 

that, in most cases, there are non-fraudulent transactions. But for a subsample, 
this problem will be less prone to overfitting. 

2.	 Correlation with the class will improve drastically as our subsample will have 
no imbalance problem. Although we don’t know what the “V” features stand 
for (but, my assumption is “Vector”), it will be useful to understand how each of 
these features influences the result with the class (Fraud or No Fraud) by having 
an imbalance dataframe we are not able to see the true correlations between the 
class and features.

We have seen some of the importance of sub-sampling and how it can affect some 
of the other aspects of the data like analysis and model output. Now, we will take a 
look at a different type of resampling techniques.

What is Resampling27?

Resampling is a technique to handle imbalance data by creating a sub-sampled 
dataset from the original data. Resampling can be done in two ways one removing 
samples from the majority class, i.e., also known as under sampling and adding 
synthetic samples to the minority class, which is also known as over-sampling.

27	 “Resampling (statistics) - Wikipedia.” https://en.wikipedia.org/wiki/Resampling_(statistics).
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Figure 4.51: Oversampling & Under sampling (Kaggle)

We can see from the above illustration that how over and under sampling works. 
Going forward, we will see some of the classic and modern techniques to oversample 
and under-sample the dataset.

Before that, we need to make sure that we are using only the train dataset and not 
using the test dataset at all. The test dataset will only be used to validate the model 
and see how good it is.

Figure 4.52: Train data frame

We can see that, we will only use 2,54,685 records. Within that training dataframe, 
there will be a mixture of fraud and non-fraud datasets in the ratio of the Original 
dataset as we have used the Stratified K-fold technique. Let’s see the counts of 
different classes.

Figure 4.53: Train Dataframe Class Distribution

We can see we only have 419 records for Class 1, i.e., Fraud class. We will perform 
resampling on this dataset and analyze the dataset.

Before going ahead, we need to find a way to visualize the 41 column features. We 
can use a dimensionality reduction algorithm like Principal Component Analysis to 
reduce to 2 principal components and plot in a 2D plot.
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Below a function will help us to plot a 2D graph.

Figure 4.54: Function to plot 2 component PCA

As we will plot a 2D graph, again and again, we are using a function for that. Then 
a simple function call is sufficient to plot it.

So, let us plot for the original train dataframe and see how it looks.

Figure 4.55: PCA plot for Original dataframe

We can see a certain pattern of different classes of the transaction from the above 
image. Going forward, we will see two varieties of under-sampling and two varieties 
of over-sampling.
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Random under-sampling
Random under-sampling will remove the majority class data points such that it is 
equivalent/equal/proportional to the minority class. This process creates a balanced 
dataset, thus preventing common problems like overfitting.

In the below code snippet, we will divide the train dataframe into two classes.

Figure 4.56: Diving the training dataset

As we have divided the training dataset as per different classes, now we can perform 
random under-sampling or reduce the record counts for the majority class. Under-
sampling can be achieved in multiple ways, but here we will only see random 
sampling, the next section, we will focus on another method.

Figure 4.57: Random undersampling
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From the above illustration, we can see Class 0, i.e., the non-fraudulent class, has 
the same records as a fraudulent class. Now, this dataset is equidistributed, and it is 
likely to give a better correlation and model results, as we have hypothesized before. 

But, reducing/ resampling the number of records drastically can arise multiple 
problems due to information loss as we are bringing 419 non-fraud transactions 
from 284,315 non-fraud transactions.

After completing random undersampling, we need to visualize the dataset with 41 
features.

With the original dataset, we have dimensionally reduced using PCA into two 
principal components; similarly, we have to perform the same operation on this 
dataset such that we will be able to compare them.

Figure 4.58: PCA plot for random undersampling

From the above diagram, we can see the homogeneity in the data points of different 
classes. 

With this new homogeneous dataset, we are expecting a good correlation between 
all the features and primarily with the feature “class.” Let us plot the correlation 
matrix heat map and analyze it.



148      Machine Learning Cookbook with Python

Figure 4.59: Correlation for Random Under Sampled data

We can see a drastic change with the correlation matrix for mostly all the features. 
Some features are now positively and negatively correlated, but due to the imbalanced 
nature of the original dataset, the correlation matrix nearly shows zero correlation 
for the features V1..., V28.

If we individually see the features V1..., V28 , then there are some positively and 
negatively correlated features as listed below:
	 ●	 Positive correlations- V2, V4, V11, and V19 are positively correlated.
	 ●	 Negatively correlations- V17, V14, V12, V16, and V10 are negatively 

correlated.

Later we will analyze the above nine features individually.

Now, we have a list of features that will affect the output feature, i.e., “Class.” There 
is one more interesting observation that after random under-sampling, all the scaled 
features and their respective original features have the same or similar correlation.



Credit Card Fraud Detection      149

Random over-sampling
Similar to random under-sampling, we have random over-sampling where we will 
oversample the minor class, i.e., in this case, it will be the fraudulent transaction 
dataset.

Let us see how the new dataset will look after it is oversampled.

Figure 4.60: Random over-sampling

We can see both the classes have 2,54,266 records, and now the problem of imbalance 
data is not there. This doesn’t mean the dataset is good to use; we need to analyze 
further to come to this conclusion.
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Figure 4.61: PCA plot for random over-sampling

The Oversampled data set shows the same plot as the original dataset plot. So that it 
means the correlation heat map will be similar to the original one. But unfortunately, 
no, it will be extremely different because this oversampled dataset is equidistributed 
so it will have a better correlation and will be similar to the randomly under-sampled 
data set.

Let us plot the correlation heat map and match it with the original correlation heat 
map and the under-sampled correlation heat map.
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Figure 4.62: Correlation heat map for random oversampled data

Seeing the above correlation, we can say it has no resemblance with the original heat 
map, but in turn, it is similar to a random under-sampled dataframe. Let us see some 
other algorithms and compare them along the way.

Tomek’s Links under sampling 
This is another type of under-sampling where we generally remove Tomek’s Links28 
from the dataset.

The detailed explanation is out of scope for this book.

But we can explain/visualize the concept, in brief, using some visualization.

Note: All the steps below are not detailed out. It is just a brief workflow

Step 1: The data points are plotted in n-dimensions(n-features) in this case for 
simplicity, we are using 2-axis and differentiate them with respect to class (here, 
there are 2 classes only).

28	 “Two Modifications of condensed nearest-neighbor (CNN)”  
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=4309452.
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Figure 4.63: Plot data

Step 2: We find the nearest neighbor where k=1 where the minor and the major 
classes are coupled. 

Figure 4.64: Find Tomek Links

Step 3: After we find the coupled data, we will remove the major class for under-
sampling.

Figure 4.65: Remove the Major Class

The above illustrations give us a simple working of Tomek’s Link. This helps us 
to define a good decision boundary and remove some of the data points from the 
majority class. So, this can be termed as under-sampling. 
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Figure 4.66: Tomek Links

Seeing the image and the counts, we can see there is not much change. We can clearly 
say there were extremely a smaller number of Tomek’s link. 

Figure 4.67: Total data points removed

We only have 62 records like that which can be removed from the dataset. We can 
clearly state that there won’t be any change from the original data as the change is 
not significant enough. Let’s plot the principal components and see how it looks.
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Figure 4.68: PCA plot for Tomek’s Link

We can see it is the same distribution as the original dataframe. So, we can say that 
correlation will be the same, and the distribution did not change at all.

Figure 4.69: Correlation Heatmap for Tomek Links



Credit Card Fraud Detection      155

We can confirm that the heat map did not change at all, so this technique cannot be 
used for under-sampling.

In real-time, this work is highly tedious and time taking, to go through many 
hypotheses, and later it turns out to be wrong. This gives us experience and more 
insight into the dataset.

As this is a small number of Tomek’s link, we can remove them so that other 
algorithms can work better if their algorithms have some effect due to those links.

Synthetic minority over-sampling technique
We will see one more oversampling technique Synthetic Minority Over-sampling 
Technique29 (SMOTE). This technique oversamples the minor class using the pattern 
of the dataset.

To understand SMOTE, we will see how it works, and to know how this algorithm 
over samples the minority class.

Step 1: Let us plot the data points n-dimensional space(n-features) and classify them 
as per the “Class.”

Figure 4.70: Plot the data points

Step 2: Create a pattern/boundary of the minority dataset with the data points. We 
can create a space using the boundary of the minority data and add synthetic values 
within the boundary where the nearest neighbor is also of the same class.

29	 “SMOTE: Synthetic Minority Over-sampling Technique | Journal ....”  
https://jair.org/index.php/jair/article/view/10302.
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Figure 4.71: Find the relation between the minor datapoints

Step 3: Plot those points and which meets step 2 conditions and assign them the 
minor class.

Figure 4.72: Oversample the minor class

We have seen a basic working of SMOTE, so; now we can start implementing the 
above concept to the training dataset. So, after implementing SMOTE, which is an 
oversampling algorithm, the minority class will have the same count of data as the 
majority class. Let us execute the below code to see how it will look like.
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Figure 4.73: SMOTE
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We can see that it equidistributed, and we have the same number of records for both 
the classes. But we can think that increasing the minor class with this amount can 
affect the quality of the dataset. The answer is mostly, it won’t affect as the synthetic 
data points follow the minor class pattern. 

We can take a look at the plot of the data and compare it with the random oversampling 
dataset.

Figure 4.74: PCA plot for SMOTE

We can see there is a difference in the distribution. But it is not significant enough 
from my perspective. We can test these hypotheses in the latter part of the chapter.
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Figure 4.75: Correlation Heatmap for SMOTE dataset

Interestingly, we can see a similar heat map for both Random Oversampling and 
SMOTE. 

So, in the next section, we will see some analysis of the Positive and Negative 
correlations that we have inferred from this section.

Data re-analysis
In this section, we will focus on analyzing the positive and negative correlation 
features, especially V1..., V28.

Here we will take a look at the positive and negative correlated features with 
different sampling techniques and finally choose one or two of the techniques for 
modeling only.
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Positive feature (V1..., V28)
From the last section, we have seen the features V2, V4, V11, and V19 are positively 
correlated, so going forward, we will see these features only. 

Before that, we will write a function that will help us to plot all the boxplots to 
compare them.

Figure 4.76: Function for plot Box-and-whiskers plot for Positive Correlated Data

We will use the above code for all the datasets we have created so far like SMOTE, 
Tomek’s Link, etc.

Original training data

Below we will see for the original dataframe and all the positively correlated features. 

Figure 4.77: Original dataframe box plot
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We can see that the original training dataframe has an extremely large number of 
outliers for class 0, and that is very bad for modeling, so we went for resampling the 
dataset.

All the positive features have an extremely high number of outliers. 

Random under-sampling

Now let us see the same visualization for Random under sample and compare them.

Figure 4.78: Random under-sampling box plot

This plot looks way better as there are a smaller number of outliers, and this can be 
used for training machine learning models.

Random over-sampling

Now for random oversample, we are expecting the same outliers as the original 
training frame as there is no change in Class 0 data for random over-sampling.

Figure 4.79: Random over-sampling box plot
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As this shows so many outliers, we cannot use this dataset for modeling. So, we will 
be ignoring this dataset.

Tomek’s Link under-sampling

Tomek’s Link under-sample was not good in the first place as there were extremely 
small number of records that were removed due to Tomek’s link.

Figure 4.80: Tomek’s Link under-sampling box plot

This plot is exactly similar to the original training dataset, as there were only 62 
records that were removed from the majority class.

SMOTE

SMOTE is also an oversampling technique so that it will look similar to Random 
Oversampling.

Figure 4.81: SMOTE box plot

Seeing the plot, we can confirm the hypothesis, but SMOTE is an extremely popular 
technique that is used in case of handling an imbalanced dataset. 
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We can train the models with one oversampled and one undersampled data and see 
how it will look.

Negative feature (V1.. ., V28)
Similarly, we will write a function for negatively correlated values to plot box-and-
whiskers and find the optimal resampling technique.

Figure 4.82: Function for plot Box-and-whiskers plot for Negative Correlated Data

Similar to the above code, you can visualize all the box and whiskers plot. But I 
won’t be showing any of them as it will be repetitive. But it is recommended to plot 
all of them and analyze them.

We have selected some of the features from V1..., V28 as we have decided from 
the correlation matrix, and we will be using SMOTE and Random Under-sampling 
henceforth.

Scaled features
Now we have to select which scaling technique to use for the modeling purpose. We 
have selected only two resampling techniques from the previous section. With that 
dataframe, we will be looking at the scaled data and select the optimal algorithm for 
the scaled feature (“Time” and “Amount”).
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Like before, we have written two functions, so we don’t have to write the same code 
again and again. 

The first function is for the feature “Amount.”

Figure 4.83: Function for plot Box-and-whiskers plot for Scaled Amount

And the second function is for the feature “Time.”

Figure 4.84: Function for plot Box-and-whiskers plot for Scaled Time

Now, let us analyze “Time” and “Amount” individually and come to a consensus 
about which scaling algorithm/s will we choose to go ahead with modeling.
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Time

Let us first make a yardstick to compare the results with. We will plot first for the 
original dataframe.

Figure 4.85: Original Training Data for Box plot

We can see for “Quantile Transformer -Normal” there is skewness and outliers in 
the plot. We now have to compare this entire plot with Random Undersampling and 
SMOTE. We will go ahead with the under-sampling dataset and see how it will look.

Figure 4.86: Random under-sampling for Box plot

For this dataset, we can see the same thing that for “Quantile Transformer -Normal,” 
there are outliers in the plot. Apart from that, all looks good for use. Previously, we 
have seen that “Quantile Transformer -Uniform” actually changed the distribution 
so that can be ignored as well. 

Let us see for SMOTE as well, and conclude with some optimal results.

Figure 4.87: SMOTE for Box plot
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For the SMOTE dataframe, we see the same result, so, for the feature “Time,” we can 
choose any algorithm apart from “Quantile Transformer.”

We have to be in sync with the feature “Amount” as well. It is not mandatory to 
select the same scaling algorithm for all the features, but whatever we do, we need 
to have some justification for that action.

Amount

We are looking for a different behavior/pattern for the amount. Let us first see the 
original training data distribution. 

Figure 4.88: Original Training Data for Box plot

Here, for the amount, we cannot ignore or eliminate the outliers as they will give 
us a lot of information. We will try to stick with the original distribution with some 
minor changes.

Let us see for the random under-sampled dataset as we know it reduced the major 
class, so the density of the outliers will be reduced.

Figure 4.89: Random under sampling for Box plot

We can see outliers have reduced, and Power Transformer looks good in terms 
of distribution. But we will also look at Robust Scaler as it more or less gives us 
the original distribution. “Quantile Transformer - Normal” looks good, but it has 
already performed badly for the future “Time,” so we will ignore it.
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We will also take a look at the SMOTE dataset and see its plot.

Figure 4.90: SMOTE for Box plot

SMOTE plot shows a similar thing like the original training dataset; hence we will 
stick with our last decision.

So, we will go ahead with both Robust Scaling and Power Transformer for both 
“Time” and “Amount.” Finally, we will have four dataframe to run all the models.

SMOTE Dataset 1 - Robust Scaled Time, Robust Scaled Amount, V2, V4, V11, and 
V19 (Positive), V17, V14, V12, V16 and V10 (Negative)

SMOTE Dataset 2 - Power Transformer Time, Power Transformer Amount, V2, V4, 
V11, and V19 (Positive), V17, V14, V12, V16 and V10 (Negative)

Random Under-sample Dataset 1 - Robust Scaled Time, Robust Scaled Amount, V2, 
V4, V11, and V19 (Positive), V17, V14, V12, V16 and V10 (Negative)

Random Under-sample Dataset 2 - Power Transformer Time, Power Transformer 
Amount, V2, V4, V11, and V19 (Positive), V17, V14, V12, V16 and V10 (Negative)

We have to do at least four iterations from the database and find the best data for the 
model. Then separately, we have to tune the model as well.

Modeling
We always need to know that data preparation is 70% of the entire pipeline, so we 
have to give importance to the data. If the data is well prepared, then modeling will 
be ease, and we can achieve optimal accuracy for the model. Then we need to tune 
the model iteratively to improve it further.

Machine Learning algorithms
Here we will see multiple algorithms, but here we will explain some basic algorithms 
to make the foundation.
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Logistic regression30

Logistic regression also known as a logit regression, is a statistical model and is 
somewhat similar to the concepts of linear regression. The basic version of Logistic 
Regression utilizes logistic function to model a binary dependent variable31.

Logistic regression is generally used for classification problems in the field of 
Machine Learning. 

Why use logistic regression (comparison to linear regression)?
Linear regression is used for the regression problem now with the same if we need 
to make some classification; we can use the sigmoidal function32 , which ranges from 
[0, 1].

What is the logit function33?
In statistics, logit function creates a map of probability values from [0, 1] to [-∞, +∞].

( ) ( ) (1 )
1

plogit p log log p log p
p

 
= = − −  − 

1 1log
p

 
⇒ − −  

 

We can see the plot for the logit function below:

Figure 4.91: Logit (Wikipedia)

30	 “Logistic regression - Wikipedia.” https://en.wikipedia.org/wiki/Logistic_regression.
31	 “Binary Dependent Variables.”  

http://personal.rhul.ac.uk/uhte/006/ec2203/Binary%20Dependent%20Variables.pdf.
32	 “Sigmoid Function -- from Wolfram MathWorld.”  

http://mathworld.wolfram.com/SigmoidFunction.html.
33	 “Logit - Wikipedia.” https://en.wikipedia.org/wiki/Logit.
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We can confirm the range from the above image.

Now, the sigmoidal logistic function34 which is nothing but the inverse of the logit 
function

1 exp( )1( ) ( )
1 exp( ) exp( ) 1

logit logistic α
α α

α α
− = = =

+ − +

The above equation is nothing but a sigmoid function35. Below is how a Sigmoid 
look like.

Figure 4.92: Sigmoid (Wikipedia)

Sigmoid only ranges from [0, 1].

Note: Logistic function and logit function are two different things, and it should 
not be confused at all.

Derivation:

Let us start with the Linear Regression equation. 

y = b0 + b1x1 + … + bnxn

Here, the linear regression will give us a continuous value, which will range from 
[– ∞, + ∞]. But what we need is a probabilistic value as an output.

We can use odd ratio(OR)36 as an output:

( )
1

podds p
p

=
−

34	 “Logistic function - Wikipedia.” https://en.wikipedia.org/wiki/Logistic_function.
35	 “Sigmoid function - Wikipedia.” https://en.wikipedia.org/wiki/Sigmoid_function.
36	 “Odds ratio - Wikipedia.” https://en.wikipedia.org/wiki/Odds_ratio.
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And it ranges from [0, +∞] still, now we cannot equate this with the linear equation 
as the range is not the same but if we take the Log(Natural37) of Odds, i.e., Logit.
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Logit ranges from [-∞, +∞]
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If we carefully take a look into the last equation, it is the same as the sigmoid function.

By now, we know the sigmoid function gives us a continuous value between [0, 1]. 

This can be treated as probability values in terms of prediction value.

To make the continuous value fall into two classes, then we will use something 
known as the threshold. A threshold is nothing but a value between the range [0, 1], 
which will help the predicted probability value to be assigned so some binary class 
(either Class 0/Negative or Class 1/Positive).

Logistic regression for multiple classes can be achieved either using the one-vs-rest38 
scheme39 in which for each class a binary classification problem (whether the data 

37	 “Natural logarithm - Wikipedia.” https://en.wikipedia.org/wiki/Natural_logarithm.
38	 “Multiclass classification - Wikipedia.” https://en.wikipedia.org/wiki/Multiclass_classification.
39	 “sklearn.multiclass.OneVsRestClassifier — scikit-learn 0.22.1 ....”  

http://scikit-learn.org/stable/modules/generated/sklearn.multiclass.OneVsRestClassifier.html.
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belongs to that class or not) or changing the loss function from sigmoid to cross-
entropy40 loss.

Decision tree
A decision tree is a popular classification algorithm, but it can be used as a regression 
algorithm as well.

Structure of decision tree

The decision tree resembles a binary tree41 which we generally study under Data 
Structures. This tree is upside down of an original tree as “roots” starts from the top, 
and as we go down, we have “leaves.”

Figure 4.93: Decision tree structure

This is an important structure to remember, and the internal node is a decision node, 
and it splits the data.

Algorithm
	 ●	 Step 1: Select the best decision node using Attribute Selection Methods 

(ASM)
	 ●	 Step 2: Now using the selected Decision Node break the dataset into smaller 

subsets
	 ●	 Step 3: Repeat Step 1 and Step 2 for all the child nodes until and unless the 

below conditions are met. 
		  o  There are no more remaining features to deal with
		  o  There are no more records
		  o  All records belong to the same feature

40	 “Cross entropy - Wikipedia.” https://en.wikipedia.org/wiki/Cross_entropy.
41	 “Binary tree - Wikipedia.” https://en.wikipedia.org/wiki/Binary_tree.
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Mathematics behind ASM

Iterative Dichotomiser 3 (ID3)42

In ID3, information gain is calculated for each remaining attribute. The attribute 
with the largest information gain is used as a decision node that splits the set on this 
iteration.
	 ●	 Entropy43

		  Entropy is a measure of the uncertainty in the dataset S.

		
2( ) ( ) log ( )

x X
H S p x p x

∈

= −∑

		  Where S is the current dataset, X is the features in set S, p(x) is the proportion 
of the number of elements in class x to the count of elements in set S.

	 ●	 Information Gain44

		  Information Grain is a measure for entropy before and after set S is split on 
feature A.
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There are other techniques as well, like Gini, C4.5, CART, etc.

Support Vector Machine (SVM)45

Support Vector Machine (SVM) is a model generally used for classification and 
regression problems. It can solve linear and nonlinear problems that help the 
algorithm to tackle real-time projects. 

The concept of Linear SVM is simple. The algorithm creates a line or a hyperplane46 
which separates the data into classes.

How does it work?

Let us see the working of Linear SVM visually, as it will be simpler to understand. 
Other types of SVM will be recommended for further studies.

42	 “ID3 algorithm - Wikipedia.” https://en.wikipedia.org/wiki/ID3_algorithm.
43	 “Entropy (information theory) - Wikipedia.”  

https://en.wikipedia.org/wiki/Entropy_(information_theory).
44	 “Information gain in decision trees - Wikipedia.”  

https://en.wikipedia.org/wiki/Information_gain_in_decision_trees.
45	 “Support Vector Machines 1 Support Vector Machines Revisited.” 12 Apr. 2014,  

https://www.stat.berkeley.edu/~arturof/Teaching/EE127/Notes/support_vector_machines.pdf.
46	 “Hyperplane - Wikipedia.” https://en.wikipedia.org/wiki/Hyperplane.
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First, we will plot all the data points with class, and then we draw multiple 
hyperplanes47, here, it will try to separate the two classes.

Figure 4.94: Draw Hyperplane (Analytics Vidhya)

We have three hyperplanes48 , namely A, B, C. Now, we need to find the best line that 
separates both the classes.

Figure 4.95: Find the hyperplane separating them (Analytics Vidhya)

47	 “Hyperplane -- from Wolfram MathWorld.” http://mathworld.wolfram.com/Hyperplane.html.
48	 “8.2 Planes and Hyperplanes - Faculty.”  

http://faculty.bard.edu/belk/math213/PlanesAndHyperplanes.pdf.
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Say, we have three hyperplanes that separate both the classes like the above image. 
Now, we need to choose one optimal hyperplane.

Figure 4.96: Find the best hyperplane separating them (Analytics Vidhya)

To select optimal hyperplane from the three planes, we need to see the margin like 
the above image. Margin is the distance from the hyperplane to the nearest data 
point with both the classes. Our target is to maximize both the distance from two 
classes and come to an optimal point. Here we can see the particular hyperplane  
is C.

Figure 4.97: Non-linearly separable (Analytics Vidhya)
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In the above example, we saw that we could easily divide both the classes using a 
Line, Plane, Hyperplane, but that won’t be the case all the time. 

Let us see one more example where we cannot use a linear SVM to solve the problem.

From the above image, we can see that the data point and class won’t be separated by 
a hyperplane. We have multiple techniques to handle nonlinear decision boundaries 
using kernels49. 

For the above plot, we can transform the data and plot like the below figure.

Figure 4.98: Transform Data (Analytics Vidhya)

Here for this particular example, we are projecting50 51 the same data points to a 
higher dimension and trying to separate it by a hyperplane. But when we transform 
back to the original dimension, it will look like the below image.

49	 “Kernel method - Wikipedia.” https://en.wikipedia.org/wiki/Kernel_method.
50	 “Projection (linear algebra) - Wikipedia.” https://en.wikipedia.org/wiki/Projection_(linear_algebra).
51	 “Projection (mathematics) - Wikipedia.” https://en.wikipedia.org/wiki/Projection_(mathematics).
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Figure 4.99: Separate using nonlinear kernel (Analytics Vidhya)

After bringing back to the original dimension, we can see an elliptical decision 
boundary, or we can say this as nonlinear hypersurface. In SVM, we generally 
achieve this by Radial Basis Kernel52.Next, we will take a brief look at the mathematics 
behind linear SVM.

Basic mathematics behind the Linear Hard-Margin Classifier(Linear SVM) for 
Strictly Separable Case:

Let us start by defining the plane. 

1
( , , )

n
T

i i
i

d x w b w x b w x b
=

= + = +∑

So, now we need to do a classification. If:
1.	 d(x, w, b) > 0, classify x as class 1 (i.e. its associated y = +1)
2.	 d(x, w, b) < 0, classify x as class 2 (i.e. its associated y = −1)
3.	 d(x, w, b) = 0, then x is equi-probable for both classes so, as per the business 

problem we classify this data point

Where, d(x, w, b) is the distance of point x from the hyperplane. Greater the distance 
stronger the classification of x.

52	 “Radial basis function kernel - Wikipedia.”  
https://en.wikipedia.org/wiki/Radial_basis_function_kernel. Accessed 8 Jan. 2020.
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After finding the optimal of the hyperplane w*, b* our decision boundary53 has a 
form like below: 

1  0
ˆ( ) ( ( , *, *)) sgn( * );sgn( ) 1  0

0 0

T
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f x sgn d x w b w x b x if x

x

 >
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= = + = − <
 =

These are the basics of SVM that can be covered as per the scope of the book, but 
there are other classifiers as well for further reading.

Next section, we will use the different combinations of the dataset and see the 
performance of the same algorithm.

Model training
In this section, we will train different models with different parameters of it on all 
datasets and find the optimal model to use for this problem statement.

Before we start with it, we need to make the dataset ready for training.

Data preparation
We already have decided with the list of columns we will use to for training as 
shown below:

Figure 4.100: Multiple set of columns

We will have two sets of columns, and we will also use different resampled dataframe. 
In this case, we will use SMOTE and Random under-sampled dataset. So, there will 
be a total of 4 datasets that we need to train.

Figure 4.101: SMOTE data preparation

53	 “Decision boundary - Wikipedia.” https://en.wikipedia.org/wiki/Decision_boundary.
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The above set is for SMOTE with both Robust Sampling and Power Transformed 
data. We will similarly have two dataframe for Random Under Sample.

Figure 4.102: Random under-sample data preparation

So, we now have four training datasets, and we will use multiple algorithms to find 
the best algorithm out of it.

Metric trap
This is one of the most important points which we need to ponder upon, i.e., the 
evaluation metrics. Here “accuracy” cannot be used as a metric because this is an 
imbalanced dataset, so we make a function that will always return class zero, then 
the accuracy of the model(function) is more than 95%.

Figure 4.103: Pseudo model (should not be used)

The above function/pseudo-model has great accuracy as it will always return class 
zero. The probability of getting class zero for the imbalanced data set is more than 
95%. 

But, for quick analysis, we will take a look at accuracy to make some ideas and guess 
about the model’s performance.

Training & evaluation
In this section, we will train all the models with four different kinds of the dataset 
and evaluate some of the models, rest models can be evaluated by you as a practice 
and get more insight about the data and the process.

Let us prepare the dataset, and we will use them in a loop to train.

Figure 4.104: Preparation of training data
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Above, we can see that we will be using one variable for all the training data. We are 
planning to write a small code that will help us to train all the models for all the data 
at once using cross-validation.

Figure 4.105: Initializing models

We have a separate set of testing data, but we need to test with the training data as 
well, using the k-fold cross-validation technique. This will decrease the chance of 
selection bias. With this process, we will select the optimal dataset and some of the 
models for the evaluation.

Figure 4.106: Fitting and cross-validating 

From the above code, we will get the statistics about training data accuracy for all 
the combinations. With every step, we should always aim to reduce the number of 
computations and have limited models to evaluate.

Let’s start with the SMOTE dataset and see how it looks.

Figure 4.107: Cross-validation training score for SMOTE
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We have a similar result for both Robust Scaling and Power Transformer. For a new 
algorithm, we are using k-NN as well, but we won’t be using it. We can see that 
k-NN's accuracy is 100%, and it is highly probable and possible that it is suffering 
from overfitting.

From the SMOTE section, we can choose any algorithm, and we will decide according 
to the random under Sample results.

Figure 4.108: Cross-validation training score for under-sampling 

Random under-sampling has a different result and is not as great as the oversampling 
results. We can use Decision Tree, Logistic Regression for SMOTE, and Support 
Vector Machine, k-NN for Random Under Sampling. From now on, we will be using 
the test data to evaluate the model.

Note: The order of the features in the dataset during training and testing should be 
the same else it will give us a wrong result.

Let us write a code snippet to do the same, as we mentioned above.

Figure 4.109: Training models
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From now on, we will use these names (Figure 4.109) instead of the model name and 
the scaling name every time. We will also take a look at the model configuration for 
the above algorithms.

Figure 4.110: Random under-sample model configuration

We can see different parameters for Support Vector Classifier and k-NN models. It is 
advised to take a look at the parameters from the sklearn documentation.

Figure 4.111: SMOTE Model configuration

The above configurations are for oversampled dataset trained algorithms. This will 
help us to fine-tune the model if results are not as expected.

We had discussed before the metric trap, and just using accuracy will give us 
wrong information. There are multiple metrics we can see. But we will use Receiver 
Operating Characteristics54 (ROC) to analyze all the models.

54	 “Receiver operating characteristic - Wikipedia.”  
https://en.wikipedia.org/wiki/Receiver_operating_characteristic.
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ROC55 is a way to analyze the performance of a binary classifier system as its 
discrimination threshold is valid.

We will first take a look at the ROC Curve then it will be simpler to explain what 
ROC Score is.

ROC curve is a plot between True Positive Rate and False Positive Rate at various 
threshold values.

Figure 4.112: Generating values for plotting ROC curve

The above code snippet will give true positive rates, false-positive rates, and the 
threshold for all the models. Now we have a task to plot the data and visualize it.

Figure 4.113: Plotting ROC curve

In this case, we will only plot the ROC curve, and that is good for analyzing the 
model, but it is recommended to plot some visualization with a threshold as one 
axis.

55	 “Plotting and Interpreting an ROC Curve.” http://gim.unmc.edu/dxtests/roc2.htm.
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Below we will see the ROC curve generated by the above code.

Figure 4.114: ROC curve

We should know the higher the value of ROC, the better the model is. We have 
drawn a reference line with 0.5 as a ROC score. It means that lines/models close to 
the reference line signifies a random guess like a coin toss where the probability is 
0.5 for each class. 

While explaining the ROC curve, it was mentioned that for each threshold, what is 
the value for true positive rate and false-positive rate, but from where are we getting 
a single value/score ROC? 

ROC score is nothing but the area under the curve, which is generated from the ROC 
curve. ROC score is also referred to as AUC or AUROC.

ROC score summarizes the curve information in a single value. We will see what the 
score for all the models is.

Figure 4.115: Generating AUROC Score
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The above code will give us the scores for all the values, and this will help us to 
select the best or optimal model, among others. 

Figure 4.116: ROC Score

We can see from the score and curve that Decision Tree performed worst hence we 
can drop that model. The best model as per score is SVC, but we also see a close score 
to SVC that is of the model Logistic Regression model. Now, both of the models are 
similar, and deciding the right model will be more of a business decision, which we 
will discuss in brief later.

We have one more plot to see, i.e., Precision-Recall Curve56 for all the models as well.

Figure 4.117: Precision-Recall curve

Precision-Recall curve is calculated in a similar way like the ROC curve. In this case, 
Precision and Recall values are calculated for different thresholds, and the plot is 
made.

56	 “Precision-Recall — scikit-learn 0.22.1 documentation.”  
http://scikit-learn.org/stable/auto_examples/model_selection/plot_precision_recall.html.
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Now, the question is: When should we use ROC vs. Precision-Recall Curves?57 58 59

	 ●	 ROC curves are generally used when there is a roughly equal number of 
records for each class.

	 ●	 Precision-Recall curves are used when there is a moderate to high-class 
imbalance.

The reason for this recommendation is that ROC curves present an optimistic 
picture of the model on datasets with a class imbalance, but here we are making the 
distribution equal using Random Under Sampling and SMOTE. So, ROC will be the 
right choice of plot. 
We will mostly complete the evaluation here, but before that, let us see the confusion 
matrix for all the models, then it will validate the above model selection. Here we 
will focus on Class 1, i.e., the Fraudulent transaction class.

Figure 4.118: Decision Tree + SMOTE + Robust Scaling

This is the confusion matrix for the decision tree, and it is the worst confusion matrix 
among all. During the training, cross-validation, we saw a good performance for the 
decision tree, and that was a metric trap. Reading the matrix, we can mostly say all 
values of Class 1 are misclassified, and the model is extremely biased towards Class 

57	 “The relationship between Precision-Recall and ROC curves ....”  
https://dl.acm.org/doi/10.1145/1143844.1143874.

58	 “The Precision-Recall Plot Is More Informative than the ... - NCBI.” 4 Mar. 2015,  
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4349800/.

59	 “ROC Graphs: Notes and Practical ... - School of Systems Biology.” 16 Mar. 2004,  
http://binf.gmu.edu/mmasso/ROC101.pdf.
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0. Seeing the performance, we will surely drop this model and not consider it for 
further re-tuning.

Mostly this is self-explanatory, and we have analyzed the confusion matrix before.

Figure 4.119: Logistic Regression + SMOTE + Robust Scaling

We always need to choose whether we need a low misclassification for Fraudulent 
Class or low misclassification for Non-Fraudulent class. This is purely a business call 
which one to select.

k-NN was a similar performing model like Logistic Regression and SVC. We can see 
the confusion matrix below.

Figure 4.120: k-NN + Random Under Sampling + Power Transformer
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For k-NN, the misclassification for Class 0 is a bit high compared to Logistic and 
SVC. So, for this reason, we will be rejecting this model too.

We will see the last model’s confusion matrix, which we select as one of the best 
models.

Figure 4.121: SVC + Random Under Sampling + Power Transformer

SVC is similar to Logistic Regression, and we see the difference is minimal, and both 
can be used interchangeably. 

Now, we need to choose between SVC and Logistic Regression. We can think in the 
direction of computation time, business logic, convenience, and explain-ability to 
select a model. SVC takes a huge time to compute, and it is not advised for extremely 
large datasets. These are the factors which affect the selection. 

There is another way we can get all the important metrics for analysis. We can use 
the Classification Report60.

Figure 4.122: Generating a classification report

60	 “sklearn.metrics.classification_report — scikit-learn 0.22.1 ....”  
http://scikit-learn.org/stable/modules/generated/sklearn.metrics.classification_report.html.
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The above code snippet gives us the classification report for all the models. We will 
divide the output into two sections.

SMOTE dataset classification report.

Figure 4.123: SMOTE classification report

Now for the Under Sampled Dataset Classification Report, we have the corresponding 
image below. It is important to note that the code gives us a single output and not 
in two sections.

Figure 4.124: Random under-sampling classification report
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These reports give us the gist for the important metrics, and we use it very often to 
compare the models fast, if we have many models to deal with for the same data.

With this, we will end this chapter, and it is advised to make different models and 
test it out. The more you practice; it will enhance your confidence to handle the data 
modeling.

Further reading
	 ●	 Sparse Matrix
	 ●	 Log Transformation
	 ●	 Over Sampling
		  o  ADASYN
		  o  Borderline SMOTE
		  o  SMOTE for Nominal and Continuous
	 ●	 Under Sampling
		  o  Under-sampling with ensemble learning
		  o  Cluster
		  o  Instance hardness threshold
		  o  One-sided selection method
		  o  Neighborhood cleaning rule
	 ●	 Decision Tree
		  o  Gini Index
		  o  CART
		  o  C4.5
	 ●	 SVM
		  o  The Linear Soft-Margin Classifier
		  o  Different Kernel Tricks
	 ●	 Classification Report
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Conclusion
In this chapter, we have seen a rough representation of how I work when I get a 
dataset, and this style will vary from other practitioners. But, surely, everyone will 
end up doing the same visualizations, but the order will be different.

The chapter was very extensive and detailed, as this is one of the most important 
fields of research and application where the dataset is highly imbalanced. Financial 
Services, Litigation, etc. are some areas where handling an imbalanced dataset is 
common.

The next chapter will cover evaluation techniques and model re-tuning where data 
which we will be dealing with is highly critical. Business decisions will also play 
a huge role in the chapter. The next chapter will be short and concise and focus on 
aspects that we have dealt the least.



Introduction
In the field of Medicine, Machine Learning is creeping in very fast, and it is still in 
research. Machine Learning in Medicine is a critical area to work, as there will be 
a lot of lives involved from the decision which model makes. Here we will discuss 
these kinds of critical decisions that we need to make by evaluating and re-training 
the model.

This chapter will be like a business case study and we will mainly focus on model re-
tuning and how to align models with the business. This skill is extremely important 
for analyzing the business problem, ask the right questions, make a machine learning 
model out of it, and finally tune it to improve the accuracy of the prediction and 
finally explain the model’s output.

This chapter will tackle a multitude of topics, and many of the topics are huge and 
a chapter of its entirety. So, it is advised to give some time for each topic before 
jumping to the next.

Chapter 5
Heart Disease UCI 
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Structure
	 •	 Prerequisites
	 •	 Let’s understand the data
	 •	 Machine Learning modeling
	 •	 Explainable AI

Objective
We will change the pattern of this chapter a bit and handle it differently. We will have 
only a few data analysis steps that are required to move forward with modeling. We 
will focus on model evaluation, model re-tuning, and aligning all the efforts with the 
business case. Here we will also have a slight introduction to explain the ability of a 
particular decision.

Prerequisites
We will introduce some of the concepts which we will use in this chapter. The below 
concepts will mainly cover technical and theoretical concepts. 

Why is ML in medicine so critical?
ML in medicine can have different business cases and use cases. ML can be applied 
for inventory management systems for pre-ordering medicines as per the demand 
or directly predicting cancer like colon cancer, breast cancer, etc. Roughly we can 
divide this field into segments. One, ML is directly involved in diagnosing the 
patients and Two, ML has an indirect involvement with the patients.

Segment one is the field where the decision made by the ML is critical as it directly 
affects human life. Let’s take an example.

We need to predict whether a patient has cancer or not. Now, as per the confusion 
matrix, we know that there can be four types of output.
1.	 True Positive (TP)
2.	 True Negative (TN)
3.	 False Positive (FP)
4.	 False Negative (FN)

Let us take a look at the confusion matrix once again, so that will make this simpler 
and easier to read.
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Figure 5.1: Binary Confusion Matrix (Source: WikiMedia)

The actual class is used for reference, as we have seen in the test data when we split. 
After splitting the data into the training and testing dataset, we use the training 
dataset to train the model and use the test dataset to evaluate the efficiency of the 
model by comparing the model/predicted output with the original/actual output. 

TP and TN are easy things to explain. When the “actual class” output is the same 
as the “predicted class” output, then it is either True Positive (TP) or True Negative 
(TN) depending on the actual values. If we explain with the example, then TP is 
when the model predicts the positive cancer patients as a “positive class,” i.e., “True 
Class” using the features. Similarly, the model predicts negative class for the negative 
cancer patients, which is known as TN.

FN, i.e., False Negative, is when the model incorrectly predicts a cancer negative 
patient as a positive class, i.e., cancer positive patient.

On the other hand, FP is when the model predicts a cancer positive patient as a 
negative class, i.e., cancer negative person. And this is DEADLY!!!

Now, I guess we know why it is so critical while working with human lives. In this 
case, FP can still be accepted as they will be diagnosed again.

We should always know that in real time a 100% accurate model is not possible, so 
there will be some FN and FP. 

Now, as per the business problem and requirements, we have to have a trade-off: 
either higher FN and lower FP; or, similar count of FP and FN; or, Lower FN and 
higher FP. 

In this example, the trade-off will be Zero FN because there should not be any case 
where a cancer positive person is put to a negative class. 

What is Explainable AI?
Explainable AI is again a hot topic for research. In simple words, whenever a model 
predicts an output we need to justify why did the model give us a particular class? 
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Which features are affecting that decision (Similar to the correlation matrix, but there 
are more to it)? 

Generally, ML models are considered as a black box1 so, it just takes in the features 
and gives us a class, continuous number, probability, cluster number, etc. Now the 
main question which is asked is what resulted in that decision.

This reasoning is useful in many fields where we want to answer questions like 
why and how. Medicine, Financial Services, Insurance are some of the sectors where 
explainable ML is useful.

Now, we will see some terms that we need to know.

Regularization2

Regularization is a practice to avoid over-fitting the model where it penalizes high-
valued regression coefficients. Let us explain this concept in more depth.

Over-fitting is a problem when the model learns each and every pattern of the 
data point with the noise as well. It has a high prediction power for the training 
dataset, but it underperforms for tests and real-time data. That means the model was 
incapable of learning the pattern of the data. Instead, it sticks too much to the data. 
To solve this problem, we use regularization.

Let us take an example of linear regression for the explanation purpose then we will 
generalize it.

Here we will discuss Lasso and Ridge regression, but there are other types of 
regularizations as well.

LASSO (Least Absolute Shrinkage and Selection Operator)3

Lasso uses L14 norm5 as a penalty with the regular OLS6
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1 1
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arg min y xββ β λ β
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If we see carefully, the regularizer part is 
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1	 “Black box - Wikipedia.” https://en.wikipedia.org/wiki/Black_box.
2	 “Regularization (mathematics) - Wikipedia.”  

https://en.wikipedia.org/wiki/Regularization_(mathematics).
3	 “Lasso (statistics) - Wikipedia.” https://en.wikipedia.org/wiki/Lasso_(statistics).
4	 “L1-Norm - Wolfram MathWorld.” http://mathworld.wolfram.com/L1-Norm.html.
5	 “Norm (mathematics) - Wikipedia.” https://en.wikipedia.org/wiki/Norm_(mathematics).
6	 “Ordinary least squares - Wikipedia.” https://en.wikipedia.org/wiki/Ordinary_least_squares.
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Ridge regression7

Ridge regression used the L28 norm with the OLS. 
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So, the regularization factor is
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Let us take a quick look at some of the illustrations for the same.

Figure 5.2: L1 & L2 Regularization (Source: Quora)

The above image shows the difference between the penalty term between Lasso and 
Ridge regression. 

Let us generalize the regularizer first and see its components:

1
( ) | |k a
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R β β

=
=∑

7	 “Ridge Regression.”  
https://ncss-wpengine.netdna-ssl.com/wp-content/themes/ncss/pdf/Procedures/NCSS/Ridge_Regression.pdf

8	 “L2-Norm - Wolfram MathWorld.” http://mathworld.wolfram.com/L2-Norm.html.
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When α = 1 then it is L1 regularization α = 2, and when then it is L2 regularization. 

Let us now see a general form of the equation:

Cost Function = Loss + l R(b)

l is the tuning parameter that decides how much we want to penalize the flexibility 
of our model? When λ = 0, it is just the Loss function, and when l is higher, it will 
add too much weight, and it will lead to under-fitting.

Among L1 and L2 regularizers, L2 is differentiable for every value of b, and that’s 
why L2 regularizer is the popular regularization technique.

Hypothesis testing9

Previously, we have talked a lot about hypothesis and some flow diagram of how to 
test the hypothesis. Here we will take a look at a more formal approach to Hypothesis 
testing using statistical methods. 

In ML we use some hypothesis quite often like,
1.	 A test that assumes the test data as a normal distribution 
2.	 Similarly, a test that assumes the test distribution similar to the train distribution
3.	 A test that assumes that two samples were used from the same or similar 

underlying population/sample distribution.

So, the assumption of statistical tests is known as the Null Hypothesis or Hypothesis 
Zero or simply H0. H0 is the default assumption or the assumption that nothing has 
changed.

There is another type of hypothesis that is Alternative Hypothesis or First 
Hypothesis or Hypothesis One or in short H1. We can guess that it is the opposite 
of the Null Hypothesis, and yes, it is. The violation of the test’s assumption is known 
as H1, or we can say some other hypothesis that means the evidence suggests that 
H0 can be rejected. 

So, we can say in short that:
	 ●	 H0 is an assumption that the test holds and is failed to be rejected at some 

level of significance.
	 ●	 H1 is an assumption that the test does not hold and is rejected at some level 

of significance.

9	 “Statistical hypothesis testing - Wikipedia.”  
https://en.wikipedia.org/wiki/Statistical_hypothesis_testing. 
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Let us take an example of Pearson Correlation and explain:

Null Hypothesis (H0): There is no relationship between the two variables

Alternative Hypothesis (H1): There is a relationship between the two variables

We can represent:
H0 : ρxy = 0

H1 : ρxy ≠ 0

Where 0 (zero) means there is no relationship, i.e., there is no correlation.

There are some properties if we design a hypothesis. 

The hypothesis is mutually exclusive and exhaustive.

The hypothesis is exclusive because there shouldn’t be any case where there is an 
overlap between the results. A hypothesis is exhaustive because it must cover all 
possible output.

We can see all the cases are covered with the above example of Pearson Correlation.

This is also known as a two-tailed test because there are two possibilities, either the 
test will be positive, or it will be negative.

Now, let’s take a look when the statistical testing returns a value to be more specific 
a p-value10. The p-value is used to quantify and interpret the Null Hypothesis and 
Alternative Hypothesis using a threshold value, which is chosen according to the 
business case beforehand, is called the significance level11.

Here the significance level is represented with alpha (a).

So, we can rewrite H0 and H1 for the p-value and statistical significance level.
	 ●	 If p-value > α: Fail to reject the null hypothesis (i.e., not significant result).
	 ●	 If p-value ≤ α: Reject the null hypothesis (i.e., significant result).

If we see carefully, this hypothesis is mutually exclusive and exhaustive. We will 
leave this topic here, and it is recommended to read on this topic a bit more from the 
mentioned footnotes. 

10	 “p-value - Wikipedia.” https://en.wikipedia.org/wiki/P-value.
11	 “Statistical significance - Wikipedia.” https://en.wikipedia.org/wiki/Statistical_significance.
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Ensemble learning12

The ensemble method uses multiple Machine Learning algorithms to achieve better 
predictive performance. This method helps to obtain better performance than any 
of the Machine Learning algorithms alone. In most cases, a tree-based algorithm is 
used as a decision tree. 

Let’s see some of the techniques which are basic yet popular and used in the field of 
Machine Learning.

Figure 5.3: Ensemble Learning Techniques (Source: Quantdare)

There are some of the basic techniques we will see in the next section, where we will 
explain the parallel and the sequential concept.

Bagging
Bagging is also known as Bootstrap Aggregating, involves having each model in 
the ensemble vote with an equal weight where each model takes in random data 
from the dataset. This method helps to reduce the variance.

If we simply say it’s an average between all the trained models, which is trained 
with random records.

( ) ( )iD x ad x=∑

Where D(x) is a strong classifier, a is the constant weight for all weak classifier, di (x) 
is a weak classifier, that is computed parallelly.

Therefore, we can say, aggregating equally the results of the weak classifiers built 
independently on random samples to create a strong learner.

12	 “Ensemble learning - Wikipedia.” https://en.wikipedia.org/wiki/Ensemble_learning.
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Boosting
Boosting multiple ML models are trained sequentially where the training of the 
model at a given step will have a dependency from the previously trained models 
using the entire dataset. It mainly focuses on reducing the bias and trying to fit all 
kinds of observation, especially the difficult ones, by altering the weights for each 
level and that weight is used to train the next model, i.e., the next model learns from 
the previous mistakes. When an input is misclassified by a hypothesis, its weight is 
increased so that the next hypothesis is more likely to classify it correctly, and this 
process goes on serially.

If we simply say it’s a weighted average (sequentially) for all trained models. One 
thing to remember is Bagging can be achieved in parallel, but Boosting cannot be 
computed in parallel. So, in terms of time computation, it takes a long time to execute 
a boosting algorithm compared to a Bagging algorithm.

( ) ( )j jD x a d x=∑
Where, D(x) is a strong classifier, aj is the different weight for each weak classifier 
(which depends on the previous classifier), dj(x) is a weak classifier that is computed 
serially/sequentially.

Therefore, we can say, combining differently the results of weak learners built 
sequentially on the whole dataset to create a strong learner.

There are many other types of ensemble learning techniques, but the above ones are 
the most popular and basic ones to start with. 

Let’s understand the data
The data we will be using in the chapter is a medical dataset for heart diseases from 
the UCI Repository13.

Some information about the dataset is provided on the website mentioned below.

Figure 5.4: Data Information from UCI (Source: UCI)

13	 “Heart Disease Data Set - UCI Machine Learning Repository.” 1 Jul. 1988,  
https://archive.ics.uci.edu/ml/datasets/Heart+Disease. 
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The above information is highly useful as this data is provided by the authors of the 
dataset. We will get a rough idea of how to handle the data and what work needs to 
be done on this dataset. 

We can see that this dataset is meant for classification, and it has some missing values 
as well.

Let us see the list of columns for this dataset:
1.	 Age (age in years)

2.	 Sex (Gender)
	 a.	 1 = male
	 b.	 0 = female

3.	 CP14 (chest pain type)
	 a.	 0 = typical angina
	 b.	 1 = atypical angina
	 c.	 2 = non-anginal pain
	 d.	 3 = asymptomatic

4.	 Trestbps (resting blood pressure (in mm Hg on admission to the hospital))

5.	 Chol (serum cholesterol15 in mg/dl)

6.	 Fbs (fasting blood sugar > 120 mg/dl) 
	 a.	 1 = true
	 b.	 0 = false

7.	 Restecg (resting electrocardiographic16 results)
	 a.	 0 = normal
	 b.	 �1 = Having ST-T wave abnormality (T wave inversions and/or ST elevation or 

depression of > 0.05 mV)
	 c.	 �2 = showing probable or definite left ventricular hypertrophy by Estes’ 

criteria

8.	 Thalach (maximum heart rate achieved)

14	 “Angina (Chest Pain) | American Heart Association.”  
https://www.heart.org/en/health-topics/heart-attack/angina-chest-pain.

15	 “Understanding Your Cholesterol Report - WebMD.” 5 Sep. 2018,  
https://www.webmd.com/cholesterol-management/understanding-your-cholesterol-report.

16	 “Resting electrocardiography - Preoperative Tests (Update ....”  
https://www.ncbi.nlm.nih.gov/books/NBK367910/.
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9.	 Exang (exercise-induced angina)17

	 a.	 1 = yes
	 b.	 0 = no

10.	 Oldpeak (ST depression induced by exercise relative to rest)

11.	 Slope (the slope of the peak exercise ST segment)
	 a.	 0 = upsloping
	 b.	 1 = flat
	 c.	 2 = downsloping

12.	Thal (A blood disorder called thalassemia)18

	 a.	 3 = normal
	 b.	 6 = fixed defect
	 c.	 7 = reversible defect

13.	Ca (number of major vessels (0-3) colored by fluoroscopy19)

14.	Target
	 a.	 1
	 b.	 0

We will use the above list as a reference throughout the chapter as, we won’t be 
renaming the columns. 

Data Analysis
In this chapter, I won’t focus on code explanation as that will be the same as the other 
chapters, and it will be redundant too. 

Let us start by validating the missing value and see how many missing values are 
per column.

17	 “Exercise-induced angina in the cold. - NCBI.” https://www.ncbi.nlm.nih.gov/pubmed/4068968.
18	 “Thalassemia - StatPearls - NCBI Bookshelf.” 15 Oct. 2019,  

https://www.ncbi.nlm.nih.gov/books/NBK545151/.
19	 “A noninvasive method for coronary artery diseases diagnosis ....”  

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4468223/.
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Figure 5.5: Null counts

Interestingly there are no NULL values in any column. But before concluding, let’s 
take a look at NA as well. 

Figure 5.6: NA counts

We can see that there are no NA values as well in the dataset. Then we have to 
assume that all the missing values are filled with 0 or some relevant values. 

Now, let us confirm the shape of the data.
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Figure 5.7: Shape of the data

The shape of the data is the same as the information is from the UCI Information 
table. That’s a sigh of relief.

We will directly jump into some visualization we have already seen before. The code 
for the respective sections won’t be present as these are overlapping concepts.

Correlation
Let us perform some analysis like correlation, distribution, and statistics about some 
of the selected data points. Let’s start with Pearson’s correlation.

Figure 5.8: Pearson’s r

Previously, we have seen how Pearson’s correlation works, so I am not going to 
explain this in this chapter. But there is another method related to Pearson’s 
coefficient; rather, it uses Pearson’s Coefficient, i.e., Spearman’s rank correlation 
coefficient20 21.

20	 “Spearman’s rank correlation coefficient - Wikipedia.”  
https://en.wikipedia.org/wiki/Spearman%27s_rank_correlation_coefficient.

21	 “Spearman’s Rank Correlation Coefficient.” https://geographyfieldwork.com/SpearmansRank.htm.
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Spearman’s rank correlation coefficient is a non-parametric22 measure of rank 
correlation23 that is of any ordinal association. Those who are interested in the 
working and the mathematics behind it are advised to read the links provided at 
footnotes.

Figure 5.9: Spearman’s 

Both Pearson and Spearman are type correlation. From here, we will only choose 
the features which are positively correlated and negatively correlated for this data 
analysis. But finally, we will use the entire dataset and all the features for the training 
purpose.

From the above correlations, we can see, positively correlated features like “ca,” 
“oldpeak,” and negatively correlated features like “thalach”, “cp.”

There is one more observation and point to note down, i.e., when two features are 
positively correlated, then it doesn’t make sense to include both of the features in 
the training phase as it will give similar information. If we see logically, “oldpeak” 
and “slope” should we linearly related24 , and the correlation shows the same result.

Here, we won’t be discussing any topic regarding medicine as I am not the right 
person to explain those concepts. We will be mostly using common sense, logic, and 
statistical explanations for EDA, Modelling, etc…

22	 “Nonparametric statistics - Wikipedia.” https://en.wikipedia.org/wiki/Nonparametric_statistics.
23	 “Rank correlation - Wikipedia.” https://en.wikipedia.org/wiki/Rank_correlation.
24	 “Linear Relationship Definition - Investopedia.” 13 Nov. 2019,  

https://www.investopedia.com/terms/l/linearrelationship.asp.
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This is a very common situation where the statistical results will differ from the 
results provided by domain experts. It’s purely a business call what they want to do.

For some of the features, I have given a footnote, but if someone wants to know more 
about the features, searching online is the best option.

“ca”
We will perform some feature analysis on “ca,” i.e., the number of major vessels 
colored by fluoroscopy. First, let us take a look at some metrics like missing values, 
uniqueness, etc.

Figure 5.10: Feature Details for “ca.”

We can see that more than 50% of the data is zero. Now we need to find whether zero 
is for missing values or it has some meaning.

The picture will be clearer when we see the frequency distribution or histogram, 
which will verify the distribution.

Figure 5.11: “ca” frequency table

4 has the least count in the entire dataset, and zero has the highest count. With this 
frequency table, we can build a histogram and visually see the proportions. 
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Figure 5.12: “ca” feature distribution (bin=10)

From the distribution, we can see that zero is too high, which may lead to biases. We 
can deal with that later, and mostly it won’t affect us as this is a feature and not the 
target variable. 

For each variable, there will be some variable statistics. Here we will divide the 
statistics into Descriptive Statistics and Quantile Statistics.

Figure 5.13: Descriptive statistics for “ca.”

These are the general statistical measures we need to know for all the variables 
depending upon whether it’s a continuous or categorical value. Seeing the values, 
we can say it is positively skewed. This was evident when we saw the count of zero 
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is more than 50%. Here, we won’t be plotting Box plots, but in turn, we will see the 
metrics regarding those. 

Figure 5.14: Quantile statistics for “ca.”

We need to keep in mind that it is a categorical variable and not a continuous one. 

For categorical variables, analyzing Quantile Statistics doesn’t make a whole lot of a 
sense so we will ignore that.

“oldpeak”
We will perform a similar analysis on “oldpeak” as we have done before for “ca.” First, 
let us see some feature details that will help to know about the feature distribution.

Figure 5.15: Feature Details for “oldpeak”

Clearly, it is a continuous variable, and we can see there is no missing value, and 
count of zero is also considerable. It is good to know some of the statistics of a 
variable that will help to make some decisions later if required. 
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Figure 5.16: Histogram for “oldpeak”

This is also slightly positively skewed data, and this won’t affect much in terms of 
prediction but, the insight of feature will help to explain the ability of the model. We 
will also take a look at the descriptive statistics.

Figure 5.17: Descriptive Statistics for “oldpeak”

From the above image, we can see a somewhat new term, i.e., coefficient of  
variation25 (CV):

CV σ
µ

=

25	 “Coefficient of variation - Wikipedia.” https://en.wikipedia.org/wiki/Coefficient_of_variation. 
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Where σ is the standard deviation, and m is the statistical mean of the data.

Coefficient of Variation measures the dispersion of data about the mean of the entire 
population or sample. 

Like before, we won’t be plotting any box-and-whiskers plot instead, we will see the 
Quantile statistics.

Figure 5.18: Quantile statistics for “oldpeak”

There are some outliers in the data, but the count is not that high. We can ignore 
the outliers as of now as the size of the dataset is small, so removing any data will 
decrease the size of the dataset. Later seeing the results, we can decide whether to 
remove the data or not.

“thalach”
“thalach” is the maximum heart rate achieved. Maybe it is a result of an exercise or 
some form of medically supervised workout. From the description of the feature, we 
can guess it will be continuous data, but there will be less to no fractional numbers. 
First, let us see some of the feature details.

Figure 5.19: Feature details for “thalach”
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We can see the distinct count as 91, and that is quite high to be a categorical variable 
so we can consider this as a continuous value.

Figure 5.20: “thalach” histogram (bins=[ 71. 104. 139.5 174.5 183. 202. ]) using  
“Bayesian Blocks”26 binning strategy

We can see that it is negatively skewed data, and it uses Bayesian Blocks to find the 
bin size. This technique is extremely useful because sometimes incorrect binning 
can lead to a wrong analysis of data, and finding the right bin gives us the true 
distribution among the variables.

We are expecting the descriptive statistics to say the same information similar to the 
above diagram.

Figure 5.21: Descriptive Statistics for “thalach”

26	 “Studies in Astronomical Time Series Analysis. VI. Bayesian ....”  
https://ui.adsabs.harvard.edu/abs/2013ApJ...764..167S/abstract.
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Here we can see the skewness is negative, as we had seen in the histogram 
representing the same. Other details are mostly required for insight and, later, for 
explainability.

Figure 5.22: Quantile Statistics for “thalach”

In this feature, there are some outliers too, but again, we will ignore those outliers. 
It will be recommended to calculate the intermediate values of the Box plot and 
compare it with the Quantile statistics.

“cp”
CP stands for Chest Pain, and it has four categories which are listed in the data 
dictionary above. This feature is categorical. So here we will only see counts and 
percentages of distribution.

Figure 5.23: Feature details for “cp.”

From the above statistics, we can see it only takes up 2.5 KiB of storage in memory. 
This is extremely useful statistics as when we try to perform any operation, then we 
can guess the space complexity27 28 of the operation from the data side.

27	 “EECS 311: Space Complexity.”  
https://courses.cs.northwestern.edu/311/html/space-complexity.html.

28	 “Space complexity - Wikipedia.” https://en.wikipedia.org/wiki/Space_complexity.
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Figure 5.24: Categorical Feature distribution for “cp”

This gives us the count of the unique categorical variables. We can now see the 
percentage of distribution.

Figure 5.25: Percentages for distribution

The above image gives the frequency and percentage for the different categories.

With this, we will conclude the data analysis for this chapter. Here we have used 
Pandas-Profiling29 30 to generate all the data analysis. This is never my go-to tool, but 
this is good for a quick overview and analysis of the data.

Next section, we will take a look at splitting the dataset into training and testing as 
we had done before.

Splitting dataset
Before splitting the dataset, let us see the count of individual target values and see 
whether it is an imbalanced dataset or not.

29	 “Pandas Profiling - GitHub Pages.” 7 Jan. 2020,  
https://pandas-profiling.github.io/pandas-profiling/docs/.

30	 “pandas-profiling/pandas-profiling: Create HTML ... - GitHub.”  
https://github.com/pandas-profiling/pandas-profiling.
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Figure 5.26: Target Frequency Count

Seeing the count and the distribution, we can say it is more or less equidistributed. 
Observing this kind of distribution, we can only use “train_test_split” and not 
the Stratified K-fold method.

Figure 5.27: Train test split

Like before, we will be using train data only for training and validation purposes, 
and the model should not see the testing dataset.

Testing the dataset is solely used for testing the model, evaluating it, and improving 
it using the training data.

Figure 5.28: Frequency count for train and test dataset

We can see the size of the dataset is quite small, and we have to manage the training 
phase with that only.
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Next section onwards, we will start with the model training and evaluation, and also 
get familiarized with some new machine learning models.

Machine Learning modeling
In this chapter, we will introduce some new algorithms like Ensemble Learning-
based algorithms and Probabilistic models. During the training phase, we will use 
this algorithm to showcase its efficiency.

Machine Learning algorithms
In this section, we will see multiple algorithms, but, here, we will explain some 
basic algorithms to make the foundation. To know more about these algorithms, it’s 
recommended to go through the footnotes and gain a piece of extensive knowledge.

Naive Bayes Classifier31 32

Naive Bayes is a classification technique in machine learning which uses Bayes’ 
Theorem with the assumption of independence among features. We can simply say 
that a particular feature in a class is unrelated to the presence/existence of any other 
feature.

Even if these features depend on each other or upon the existence of the other 
features, all of these properties independently contribute to the probability of the 
output class, and that is why it is known as ‘Naive.’

Let us look at the Bayes’ Theorem that will make it easier to understand. 

Figure 5.29: Bayes’ theorem

From now on, we will use P(y | x) as this will resemble something similar to features 
and target format.
31	 “Naive Bayes classifier - Wikipedia.” https://en.wikipedia.org/wiki/Naive_Bayes_classifier.
32	 “1.9. Naive Bayes — scikit-learn 0.22.1 documentation.”  

http://scikit-learn.org/stable/modules/naive_bayes.html.
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So, let’s start with the Bayes’ Theorem where given target is y, and the dependent 
feature vectors are x1 to xn.
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Now, using the naive conditional independence33 assumption that
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Since P(x1, ..., xn) is constant for the input, so we can use the classification rule34:
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Now, we can use a MAP(Maximum A Posteriori) estimation for estimating P(y) and 
P(xi | y).

There are different types of Naive Bayes’ classifiers which assume different 
distribution of P(xi | y). But the working principle remains the same.

We will see another Machine Learning algorithm which uses the Ensemble Learning 
method.

Random forest35

Random forests or random decision forests are an ensemble learning method for 
classification, regression, and other tasks. Here we will mostly use it for classification.

Random forests constructs a multitude number of decision trees at training and, 
outputs the class. As there are multiple trees, the decision can be calculated in multiple 
ways that are by the mode of the classes or mean prediction of the individual trees. 

33	 “Conditional independence - Wikipedia.” https://en.wikipedia.org/wiki/Conditional_independence. 
34	 “Classification rule - Wikipedia.” https://en.wikipedia.org/wiki/Classification_rule. 
35	 “Random forest - Wikipedia.” https://en.wikipedia.org/wiki/Random_forest.
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The statistical mode is used for categorical target variables, and mean prediction is 
generally used for continuous target variables.

Let’s take an example of a random forest for regression36.

Figure 5.30: Random Forest with Mean Prediction (Source: wur.nl)

From the above schematic, we can see there is number of decision trees ϕm. Each 
decision tree is not the same else, it will yield the same result, and that will not make 
any sense so, each tree uses a resampled training set. 

So, now we will have m outputs from ϕm trees i.e. ˆ
mfϕ . We will now take the average 

of all ˆ
mfϕ  And that will be the output from the random forest. This uses a simple 

average, but if there is a requirement, a weighted average can be used as well.

Similarly, if we want to use a random forest for classification37, we can use voting to 
achieve it.

36	 “Random Forest Regression | Turi Machine Learning Platform ....”  
https://turi.com/learn/userguide/supervised-learning/random_forest_regression.html. 

37	 “Random forests - classification description.”  
https://www.stat.berkeley.edu/~breiman/RandomForests/cc_home.htm. 
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Figure 5.31: Random Forest with Mode Prediction (Source: ResearchGate)

In the last image, we have mostly seen how a regression will be computed by taking 
the average of all the model outputs. From the above image, we can see that we will be 
conducting voting based on the classification results from all the decision trees. Here 
we are having M count of decision trees, and naturally, we will have M predictions. 
From all the M decisions, we need to find the statistical mode. Whichever class has 
the highest count will be the output from the voting based random forest classifier. 

Model training
In this section, we will train different models with different parameters setting, on 
all datasets and find the optimal model to use for this problem statement.

Generally, before we start with model training, we need to make the dataset ready 
for training, but in this case, we will be using the given data itself in it’s vanilla 
form. Previously, I have covered the basics of data preparation, so that it will be 
adequate for this purpose too. But seeing the data, I don’t feel additional processing 
is required, and I will use all the features from the data for the training purpose.
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Training & basic evaluation
We will be using multiple algorithms with cross-validation to get optimal results. 
In this section, we will also handle some hyperparameter optimization techniques 
using a search algorithm, also known as GridSearchCV.

We will start with model training, and in the following section, we will talk more 
about some new techniques.

Naive Bayes
We now know what Naive Bayes algorithm is by now and we have discussed that 
different Naive Bayes algorithm considers the different distribution of P(xi | y). 

In this section the likelihood P(xi | y) of the features is assumed to be Gaussian:
2

22
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i y
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Seeing the above equation, we can say it resembles a Gaussian distribution, which 
we had seen in previous chapters.

Using this likelihood distribution, let us fit the training data and see how it scores.

Figure 5.32: Gaussian Naive Bayes with 2 folds

Sklearn offers a Gaussian Naive Bayes to fit the dataset. We are using cross-validation 
with 2-fold, and we can see individual cross-validation results for both of them. 
When we use multiple folds, we tend to find the mean and give it as a single result. 

Similarly, we will now see if we increase the number of folds will there be any 
significant change in the result.
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Figure 5.33: Gaussian Naive Bayes with five folds

We can now see the results if we have five folds interestingly, it has decreased the 
average score. This is because the size of the dataset is so small when we perform 
k-fold cross-validation, it reduces the size of the dataset in each fold that leads to a 
low cross-validation score.

This is a medical dataset, and we have to reduce total False Negatives from the 
dataset, i.e., we have to reduce the cases to make it nil where a positive heart disease 
case is mispredicted as a negative heart patient. This kind of misprediction can lead 
to the worst cases, which we need to take care of. Let us see the confusion matrix, 
which is made using the test data.

Figure 5.34: Confusion Matrix for Naive Bayes
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There’s a total of 5 such cases where there is a misprediction in False Negative. As we 
had said earlier that we need to either compromise on False Positive or compromise 
on False Negative when re-tuning the model.

Ensemble method (Bagging)
Previously we have explained different types of Ensemble methods. Here we will 
take a look at some ensemble bagging methods.

Generally, ensembles are represented with tree-like structures, but we should know 
that it can be used with other models too. In the below example, we will use a support 
vector machine and Bagging technique to fit the heart disease dataset.

Figure 5.35: Bagging Classifier

From the above code snippet, we can see that we are splitting the dataset into ten 
folds for cross-validation and fitting it into the Support Vector Machine Classifier and 
finally packing it into a Bagging Classifier. Bagging Classifier can either perform a 
mean or a mode depending on the output from the model. Later we will see another 
technique where it will only perform mode, i.e., voting from all the models.
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Now, let us see the confusion matrix for the Bagging classifier on the testing dataset.

Figure 5.36: Confusion Matrix for Bagging Classifier

We can see the False Negatives have substantially increased, so we either need to 
tune the model or change the type of classifier for the optimal result.

Let us take a look at another type of ensemble bagging classifier, i.e., voting bases 
classifier. Here we will use multiple models to fit the dataset and evaluate them. 
Using multiple models increases the coverage of the problem, and the results tend 
to be better, and it performs extremely well in testing data.

We are planning to use SVM, Logistic Regression, Decision Tree, and make a package 
of that single model.
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Figure 5.37: Voting Classifier of Mixed ML models

We can say that each model will have three algorithms, and each one will give an 
output. From all the output, we need to mind the statistical mode of the model, and 
that will be the final output.

Let us take a look at the confusion matrix, which will be performing better compared 
to others as per the logic behind creating a mixture model.
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Figure 5.38: Confusion Matrix for Voting Classifier

We can see that this model performed extremely well as there is only one case of 
False Negative, and that is a significantly low number. We had discussed that if False 
Negative is low, then it generally is a trade-off where False Positives will be high, in 
this case, we can see the same. Here, the ratio between FN and FP is 1:10. 

But this model is good enough to be pushed for production.

Ensemble method (Boosting)
In the last section, we saw the Ensemble method for Bagging, and here we will see 
another method for that is Boosting. We have covered the theory for boosting in the 
Prerequisites section.

For ensemble boosting methods, we will be using adaptive boosting techniques38 , 
which are also known as Adaboost.

Adaboost can be used in conjunction with many other types of machine learning 
algorithms to improve the overall performance of the test dataset. The output of the 
other machine learning algorithms (‘weak learners’) is combined into a weighted 
sum that represents the final output of the boosted classifier. 

AdaBoost is adaptive in the sense that subsequent weak learners are tweaked in 
favor of those instances misclassified by previous classifiers. This process generally 
helps to reduce the misclassification rate. 

38	 “AdaBoost - Wikipedia.” https://en.wikipedia.org/wiki/AdaBoost. 
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Let us train the model with the training dataset and later see the confusion matrix 
for the performance.

Figure 5.39: AdaBoost

As this is a tree-based model, we can explicitly tune the number of trees that will be 
one of the hyperparameters for Adaboost. We will know more about hyperparameter 
and hyperparameter tuning in the upcoming sections.

Now let us see what the confusion matrix looks like.

Figure 5.40: Confusion Matrix for AdaBoost
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Adaboost performs better than some of the approaches, but it is not the best. A mixed 
model bagging classifier performed best on testing data. But this model is good as 
well, but not best among the bunch.

Random forest
As we know, the random forest is an ensemble method of learning, and it is formed 
with multiple random decision trees. Like other algorithms, the random forest has a 
lot of hyper-parameters. We will be using “n_estimators” and “max_features” for 
this example, but it can be any tunable parameters. 

Let us first set some default values to the hyperparameters and fit the model to the 
training data.

Figure 5.41: Random forest

With ten folds, 500 trees, three max features, we are getting a good score of 0.80194. 
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Figure 5.42: Confusion Matrix for random forest

As this is a tree-based algorithm, it will be computed using either Information Gain 
or Gini. If that is the case, then all tree-based algorithms will have something known 
as Feature Importance (where all the features will be ranked as per some important 
score). 

We will take a rough idea of how the calculation for feature importance works for 
the random forest.

First, let us calculate the node importance, i.e., ni using Gini Importance

nij = wjCj – wleft(j)Cleft(j) – Wright(j)Cright(j)

Where, 

nij is the importance of node j

wj is weighted no. of samples reaching node j

Cj is impurity value of node j

Left and right indicated the child node from the split of node j

Now, we need to find the Feature Importance for each feature in the decision tree.

:      

  

jj node j splits on feature i
i

kk all nodes

ni
FI

ni
∈

=
∑

∑
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These Feature Importance can be normalized from 0 to 1 by dividing it by the sum 
of all Feature Importance values.

  

 i
i

jj all features

FI
Normalise FI

FI
∈

=
∑

As we have now normalized the feature, we can now find the feature importance for 
the random forest. It is now just, the overall average of the decision trees.

  ijj all trees
i

FI
RFFI

T
∈=

∑

With the above concept, let us see the feature importance for the model from the 
random forest.

Figure 5.43: Feature Importance

From the above feature importance dictionary, we can see that features like ‘ca,’ ‘cp,’ 
‘age,’ ‘oldpeak’ have higher scores.

Previously we have used correlation to select some of the features from a large set for 
training the model. But now we have seen another method to find the importance. 
We can use Feature Importance from Random Forest for feature selection, like after 
sorting the list; we can select the top 5 or 7 features from the list to reduce from the 
size of the entire feature set.
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Feature selection & Grid searching
This section will cover something related to hyperparameter tuning and some of the 
feature selection as well. We will also learn how we can pipeline a model with pre-
processing. 

Feature selection
We have seen a correlation-based feature selection, but here we will be using tree-
based feature importance for feature selection.

Figure 5.44: Feature Importance with Feature Selection

From the above image, we can see that we are using the random forest for feature 
selection, and we can also see which features are selected among the entire feature 
set. With each feature, there is a Boolean flag, i.e., if it is true, then it is selected for 
training, and if it is False, then the feature will be ignored. This is achieved using a 
threshold value or counts. Say, if we keep the threshold as 0.1, then any value greater 
or equal to that value will be considered for training else it will be ignored and 
dropped. Or we can select the features like top features from the feature set.

Pipeline
A pipeline is a great way to package pre-processing, feature selection, model, etc. in 
a single package or pipeline. When we make a pipeline, all the steps become serial. 
Let us first see an example; then we will explain bits and parts of it.
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Figure 5.45: Making Pipeline

From the above, we know how we can pipeline a feature selection and a model at the 
same time. This can be used with many functions, and this is serial.

The pipeline consists of ‘FeatureSelection’ and ‘Model,’ and when we fit the data 
to the pipeline, it will first execute ‘FeatureSelection,’ then the output will be fitted 
to the model. Using ‘FeatureSelection,’ we will reduce the size of the trainable 
features first; then we will use the small set of trainable features and fit it to Random 
Forest.

If there are steps to the pipeline, then the data will be transferred one after another.

Pipelining a model with everything is a great way to use it in production.

Let us see some of the contents of the variable pipeline.

Figure 5.46: Pipeline contents
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In the variable, we can see that we have all the models and pre-processing in ‘steps’ 
in form of ‘list.’ Let us access the first step of the pipeline and see which of the 
variables got selected for training.

Figure 5.47: Pipeline Feature Selection

We can see when the flag is “True,” then that will be considered as a trainable feature 
else it will be ignored. Similarly, we will take a look at the feature importance for all 
the True flagged features.

Figure 5.48: Pipeline Model Feature Importance

We can see there were 8 “true flagged features” from Figure 5.47, and the above 
image shows their feature importance in order. This is a basic example of using a 
pipeline. We can make it more complex, depending on the situation. But here we will 
only see the basic one. Please refer to the footnote for more reference.

Grid searching
Grid searching is a way to select the best hyperparameter combination from the 
given set of options. Let us first see an example code snippet to understand the 
concept further.
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Figure 5.49: Parameter Grid

From the above code, we can assume there are two hyperparameters: ‘P_1’ and ‘P_2’. 
These parameters can have a list of values, or we can search with a range of values. 
The search space for all the hyperparameters is defined by us.

From the output of the code, we can see that it gives us all the permutation and 
combination of all the hyperparameters. It searches the entire space, and thus, it 
increases space and time complexity. 

Grid searching is a stochastic method for finding the best/optimal value of 
the hyperparameter for the model, which yields the best score. And, in terms of 
complexity, it is very high.

As we have already seen, pipelines and feature selection, so we will write a code 
snippet combining all the techniques.



232      Machine Learning Cookbook with Python

Figure 5.50: Pipeline + GridSearchCV with random forest

The above code snippet makes a pipeline, then we initialize a hyperparameter search 
space for ‘Model’ alone using ‘<Step Name>__<Tunable Hyperparameter Name>’ (in 
this example we are only tuning two hyper parameters, but this can be performed 
with all tuneable hyperparameters for any functions). For the model Random Forest, 
the hyperparameters we will be using are ‘n_estimators’ and ‘criterion.’ ‘n_
estimators’ are the count of trees in the Random Forest model and ‘criterion’ is the 
method by which a node in a decision tree is decided either using entropy or using 
Gini index/coefficient. We are planning to find the best combination of parameters 
which yield the best result.

After executing the model using the GridSearchCV, let us see the best estimator and 
its configuration. 
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Figure 5.51: Best estimator from GridSearch

As we are using a pipeline, so we will get the entire pipeline as an estimator, and not 
only the machine learning model. After the execution of the grid search, we can see 
the above pipeline with the given steps, which yielded the best result for the trained 
data.

We should always keep in mind that “GridSearchCV” is more of a concept that can 
be implemented using ParameterGrid. More we use, we will understand building 
a custom grid search where we will search both hyperparameter space and model 
space. Like, we will have three models, and each model 6 different permutation and 
combination of the hyperparameter, then the total search space becomes 18. So, it 
will make 18 models and train their performance.

Later we will test the model on training data and see the confusion matrix. As we 
performed a GridSearchCV, we will have the best parameters too.

Figure 5.52: Best Parameters from GridSearch
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From the above figure, we can see the best parameters for the model pipeline using 
GridSearchCV. Interestingly ‘entropy’ turned out to be the best feature we can see 
all the results for all the combinations for validation or selecting or tuning the grid 
search parameters. Let us quickly take a look at all the results for all the permutation 
and combination.

Figure 5.53: Cross-Validation Results for GridSearch

The above figure gives a detailed feature for all the models starting from ‘mean_fit_
time,’ ‘mean_test_score’ to ‘rank_test_score.’ If we carefully take a look at ‘rank_
test_score,’ that gives us the ranking for all the permutation and combinations 
for the hyperparameters based on ‘mean_test_score.’ For more understanding, 
it is recommended to go through all the metrics and individually understand the 
significance of it. 

Now, we know the best parameter, and it is already fitted with the training data. So 
now, we can go ahead and evaluate it with the test data.



Heart Disease UCI       235

Figure 5.54: Confusion Matrix for the Best Estimator

Whatever we did so far was all because we want a good result on unknown, unseen 
data. This model performs fairly well, and it is used for production as well. 

One thing we should keep in mind is that when we encounter situations where a 
pre-build package won’t be of any help, then we should have the practice to build it 
from scratch to make a solution. 

The next section will be a kick-starter for the concept of Explainable AI, and all the 
explanations will be partial, and it won’t be covered as it will be out of scope for this 
book. But I feel this is an important aspect of Machine Learning along with the ethics 
of Machine Learning, which everyone should be aware of and use it in practice.

Explainable AI
Few sections back, we have discussed Explainable AI and why it is so important 
for us to know the working of the black-box model. Here, in this section, we will 
take a look at some of the techniques with a rudimentary explanation. We will only 
see some techniques on how a model’s output can be explained for this dataset, 
which we are dealing with in this chapter. If someone is willing to explore this area 
of Machine Learning, then I will advise them to go through all the footnotes in this 
section. Hopefully, that will give a base introduction to understand and explain a 
machine learning model.

Let us first take a look at which model we will explain and understand their outputs.
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Figure 5.55: Model which will be used for Explanation

We will use the basic model of Random Forest, which is trained with the training 
data with no feature selection. 

Feature Importance
We have seen how important “Feature Importance” is when it comes to feature 
selection. But when we know the order/position in terms of ranking or score of the 
feature, then we can clearly say which feature is more important than others and 
which of them are similar.

Figure 5.56: Model Feature Importance

The above code snippet shows the feature importance for all the features in the 
model. But this time, we will use the above feature importance for explainable AI 
and not for feature selection.
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For a given model output, we can clearly say that “cp” and “ca” have higher 
weightage over other features.

We will use another method using the package “ELI5,”39 which helps to debug 
machine learning models and explain their predictions.

We won’t go in-depth, but we will show one method, i.e., PermutationImportance. 
PermutationImportance considers the model as a black box and measures the 
change in the score when the feature is not present; this is also known as Mean 
Decrease Accuracy (MDA)40.

Figure 5.57: Permutation Importance

From the above image, we can see it is quite similar to feature importance. “ca” and 
“cp” are on the top on the feature importance list. This table has no direct link with 
feature importance, but with both the table and feature importance, we can make 
some sense about the features.

39	 “Welcome to ELI5’s documentation! — ELI5 0.9.0 documentation.”  
https://eli5.readthedocs.io/en/latest/. 

40	 “Variable selection using Mean Decrease Accuracy and Mean ....”  
https://ieeexplore.ieee.org/document/7883053. 
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Model visualization
Model visualization is another technique to interpret the model’s prediction. This 
technique can be performed for selected machine learning algorithms like tree-
based algorithms, linear regression, Naive Bayes, etc.. Using this method on non-
linear SVM, k-NN predictions will be tough to analyze. It works best for tree-based 
methods like Random Forest Classifier, which we are using for model explainability 
in this section.

Figure 5.58: Visualizing one tree from the forest

We are using a random forest with five classifiers, i.e., there will be five decision 
trees. We can explain the output of the random forest by visualizing the decision 
trees. The above code snippet only saves the 5th estimator, i.e., the 5th decision tree. 
We will only analyze a part of the last tree from the model and see how the decision 
works.

Let us start by visualizing the entire tree.
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Seeing the above image, we have seen a binary tree as the decision for each node 
is either yes or no. It is tough to see all the nodes and its decision, so we will go 
ahead and focus on a small area of the graph and explain that itself. Those who are 
executing the code (which is recommended) can zoom in, to visualize the entire tree 
for understanding.

Figure 5.60: Zoomed-In version of the above decision tree

Here is the zoomed version of the same binary tree. The blue nodes represent 
decision favors towards class 1 and, similarly, the orange ones represent class 0. If 
we carefully take a look at the nodes, then we can see that with some decision, there 
are some metadata as well. Let’s use the first node and explain it.

This tree is starting with 126 samples, and the first decision is if “thalach <= 141.5”. 
With this decision, the target values are referred, and it is found that there are 39 
samples where the target value is true, i.e., heart disease is positive, and the rest of the 
samples, i.e., 87 samples have no heart disease. For every node, the corresponding 
Gini value is provided as well.

Now, if someone asks, why the model has predicted a certain output, then we can 
run through all the trees and can give a definite answer. This is one of the positive 
sides of using a tree-based algorithm. 
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Partial Dependence Plot41

The Partial Dependence Plot (PDP) shows the marginal effect for one or two features 
on a predicted outcome of the model. PDP shows whether a relationship between 
the target and the given feature is linear, monotonous, or something more complex.

We will just see the plots for one of the top important features and another from 
bottom of the Feature Importance list.

Figure 5.61: Code for plotting 

The above code analyses the feature ‘cp’ and plots a partial dependence plot using 
PDPbox42. Let us take a look at that PDP for the feature.

Figure 5.62: One of the top features

41	 “5.1 Partial Dependence Plot (PDP) | Interpretable Machine ....”  
https://christophm.github.io/interpretable-ml-book/pdp.html.

42	 “PDPbox — PDPbox 0.2.0+13.g73c6966.dirty documentation.”  
https://pdpbox.readthedocs.io/en/latest/.
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We can see that the feature “cp” is not entirely linear, but it follows a linear pattern 
over all the data points. Lower values of “cp” have a less positive relationship 
compared to the higher values. We should also note that “cp” is a categorical variable. 

Similarly, let us take a look at another feature that is continuous, i.e., ‘chol,’ and it 
has a low feature importance. 

Figure 5.63: One of the bottom features

“chol” is a continuous feature that can be understood by the data points from the 
above plot. We can see the partial dependence is negative on one side, and on the 
positive side, it did not score a high value. 

For more understanding of PDP, it’s recommended to visit the footnotes and use it 
as a start to explore this area of study.

SHAP (SHapley Additive exPlanations)43

SHAP is a game-theoretic approach to explain the output of any machine learning 
model. It connects optimal credit allocation with local explanations using the classical 
Shapley values from game theory and their related work44 45 46.

43	 “Explainers — SHAP latest documentation.” https://shap.readthedocs.io/en/latest/.
44	 “A Unified Approach to Interpreting Model Predictions - NIPS ....”  

https://papers.nips.cc/paper/7062-a-unified-approach-to-interpreting-model-predictions. 
45	 “Explainable machine-learning predictions for the ... - Nature.” 10 Oct. 2018,  

https://www.nature.com/articles/s41551-018-0304-0. 
46	 “From local explanations to global understanding with ... - Nature.” 17 Jan. 2020,  

https://www.nature.com/articles/s42256-019-0138-9. 
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Here we will be using a python package “shap”47 to find the Shapley values and plot 
some distributions.

Figure 5.64: Code Snippet for SHAP value

The above code snippet gives us the Shapley value48 for all the features. SHAP Values 
helps to show the impact of each feature. 

First, take a look at the output of the code snippet and see the mean of SHAP Values.

Figure 5.65: Average Impact using SHAP value

47	 “slundberg/shap: A game theoretic approach to ... - GitHub.” https://github.com/slundberg/shap. 
48	 “Shapley value - Wikipedia.” https://en.wikipedia.org/wiki/Shapley_value. 
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The above table of ordered SHAP values is extremely similar to Feature Importance 
from ELI5. SHAP values interpret the impact of having a certain value for a given 
feature in comparison to the prediction we would make if that feature took some 
baseline value.

After knowing the SHAP values, now let us do a summary plot for the same.

Figure 5.66: SHAP value summary

We can see that the feature “cp” has a clear division, and the lower values are bad 
(low), which is represented in blue, and the good (high) ones are represented in red. 

If the features have clear separation, then it has a good feature for prediction. Let’s 
write a code snippet to perform a forced plot and see which features influence the 
prediction with its influence score.



Heart Disease UCI       245

Figure 5.67: Function to generate force plot

That is, the SHAP values of all features sum up to explain why my prediction was 
different from the baseline. This allows us to decompose a prediction in a graph like 
this:

Figure 5.68: Positive Class 

When an input is given to a model, it will have a probabilistic output. Now, if we 
want to explain which features had its contribution to this probabilistic score, then 
this is one of the best methods to implement. We can see from the above image 
that red indicated higher value, i.e., it has a positive effect on the prediction. For 
the given data, we can see “cp” has a hugely positive effect, and “ca” has a huge 
negative effect. With this, we can use the data dictionary and say create a reason for 
the output “0.81.”

Let us see one more example which will yield a negative prediction.

Figure 5.69: Negative Class

Similarly, here “ca” and “cp” hurts the prediction, and only “thal” and “sex” has a 
positive affect over the prediction “0.11”. These are some of the methods which are 
used to explain the prediction of an ML model. 
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With these examples, we will end this explainable AI section. If someone is interested 
in diving deep in this topic, they can go through all the footnotes and search the 
relevant topics over search engines to get further insights.

Further reading
	 ●	 Correlation
		  o  Kendall’s τ
		  o  Phik (φk)
		  o  Cramér’s V (φc)
		  o  Recoded
	 ●	 Pipeline
	 ●	 XGBoost
	 ●	 LightGBM
	 ●	 Hyperparameter Optimization
	 ●	 Naive Bayes’ Classifiers
		  o  Multinomial Naive Bayes
		  o  Bernoulli Naive Bayes
		  o  Complement Naive Bayes
		  o  Categorical Naive Bayes
	 ●	 SHAP
	 ●	 PDP
	 ●	 Individual Conditional Expectation (ICE)
	 ●	 Accumulated Local Effect (ALE)
	 ●	 LIME
	 ●	 Ethics of AI
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Conclusion
This chapter, we have covered a multitude of topics starting from Ensemble Learning 
Method, Grid Searching to Explainable AI. Ensemble Learning is one of the most 
popular techniques which is widely used in Machine Learning. Learning ML has 
no end to it, but it is advised to implement concepts and algorithms to get insight  
from them. 

After going through all the chapters, one can take up real-time data and work on 
it. Staring from data fetching, data scrubbing, data cleaning to making Machine 
Learning modeling. Everyone should remember that working with data will take 
more than 60% to 70% of the project’s bandwidth, and the rest is given to modeling, 
model evaluating, and model tuning. In addition to this, we have seen explainable 
AI and talked a bit about the ethics of AI. 

It is advised to the readers that, they should go through all the footnotes and 
recommendations for better understanding. I have used Jupyter Notebook for all 
the chapters, and it is a good practice to write down all the code and execute then, 
but all the code is available on GitHub: 
https://github.com/bpbpublications/Machine-Learning-Cookbook-with-Python.

With all these concepts covered, we will end this chapter and the book.




