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Preface   
This book on Concepts of Artificial Intelligence and Its Application in Modern Healthcare Systems 
captures the use of AI in today’s healthcare scenario. The book’s material focuses on applications 
and challenges in relevant areas. The work is the result of our effort to put together a representative 
collection of chapters covering most advanced techniques and development in the healthcare 
domain. The chapter contents are listed according to the book’s theme. The contents are explained 
in the application area where AI is applicable in medical and different technologies. This approach 
also helps readers to find the advances in healthcare areas together with technologies. The chapters 
include introductory contents in addition to the chapter introduction. The history and evolution of 
healthcare technology states that healthcare is in demand and a top priority today. Hence, the 
chapters have been collected and presented in the book. A more efficient and practical aspect of 
implementation of AI techniques should be further enhanced and applied in the healthcare area. 

The book is intended for, and inclined to, researchers, students, and academicians, as well as 
developers and industry parties in multidisciplinary areas. The editors of the book envision the 
numerous problems and their solutions in the healthcare area and believe that this book provides 
ample references for improving the quality in a course of healthcare technology. 

The editors sincerely thank all contributors who have agreed to present their work in our book. 
They are also grateful to the reviewers whose helpful remarks ensured the quality of the authors’ 
presented work. Special thanks to Ms. Jubi and Ms. Isha for their invaluable collaborations in 
making this book a reality.  
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1.1 INTRODUCTION 

In artificial intelligence (AI), “artificial” refers to objects that are made or produced by humans 
rather than occurring naturally, and “intelligence” refers to the ability to form tactics to achieve 
goals by interacting with an information-rich environment. In other words, AI is a broad term that 
refers to any technique that allows computers to simulate human intelligence through the use of 
logic [1]. In the twenty-first century, AI has gotten a lot of attention and applications, although its 
origins are far older. Since the stone era, humanity has progressed at an exponential rate. Because 
of the massive growth in the population, difficulties caused by such pressure have also increased. 
People today are dying at a far higher rate from cancer, mental problems, and depression, or as a 
result of modernised warfare. Humanity underwent many biological alterations over time to 
become what it is now. Such alterations, as well as the expanding human chain, have resulted in 
significant variances in specific human genes, resulting in a variety of physiological, psycholog-
ical, and biological differences. In addition, as population clusters with various races of people 
develop, space accommodation has resulted in a vast junction of animal and human territory, which 
has led to many outbreaks and pandemics. Humans have been known to turn to prayers in the past, 
but this has changed as people have discovered medical characteristics in natural substances, and 
now modern technology, designed medications, and new procedures have replaced them [2]. The 
quantity of exposure of live beings to invisible rays that cannot be felt but can travel through our 
bodies varies depending on geography and technological support. Some of them have the power to 
wreak havoc on our DNA, resulting in genetic abnormalities that can spread to future generations 
or simply harm our health. 

Even though we have the resources for treatment, we can’t always fight nature, which is why so 
many people die every day. But, instead of relying on traditional ways, what if we focused on 
individualised or automated therapies, assisted surgeries, personalised lifestyle recommendations, 
and, most importantly, preventing such diseases in individuals? We don’t need any psychic abilities to 
accomplish this goal, thanks to technological advancements. Imagine people predicting ailments your 
unborn child would acquire in the future by merely looking at your genes, allowing you enough time 
to consider methods, treatments, or even having a child when adoption seems more compassionate. 
Genetic profiling may be the solution. All of these new technologies go under the umbrella of artificial 
intelligence, a notion that was first envisioned in the mid-1990s and is still transforming the world 
every day, with a slew of new capabilities awaiting release until hardware issues are resolved [3]. 

AI simply refers to a machine’s ability to think and act rationally and practically like a person. It 
is now aimed at automating basic tasks that need basic human intellect, such as computing, 
analysing, and predicting or recommending actions, among other things. AI could help doctors 
better manage patient pathways or treatment strategies, as well as provide them with practically all 
the information they need to make outstanding healthcare and medical decisions [4]. AI has 
already established itself in several fields of healthcare, and it is only beginning to change things 
radically, starting with the creation of treatment strategies and progressing through the automation 
of repetitive tasks through medication administration and drug research. Since the world has gone 
digital, mountains of data are awaiting analysis. Every day, a large amount of data is generated in 
healthcare as well. Patients’ medical histories, eating habits, geographic location, and other factors 
can all be examined using modern algorithms. Various authorities and institutes are using large 
datasets containing medical records to anticipate probable diseases that may be on the rise in a 
specific area. Animal populations and their environs can be studied to forecast epidemics, and 
outbreaks can be tracked to determine their origin, clusters, routes, and mutations. People might be 
immediately reminded of their upcoming check-ups and appointments. Individuals can be advised 
to take a vaccination course based on their area and other factors. A genetic test can aid in the 
identification of defective/abnormal genes that can be used to forecast genetic disorders, as well as 
susceptibility to a specific disease or strain. Lifestyles can also be examined to determine if any 
issues could lead to the development of other diseases. 
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Doctors don’t have to memorize nearly as much information as they did 50 years ago. AI is 
prepared to take this reality to the next level. The time spent on “thinking” is getting into a 
position to consider, make a choice, or research something. Much more time was spent finding 
or obtaining information than processing it. To get the data into a comparable format, it took 
more than a few hours of calculation. When they were in comparable form, it took only a few 
seconds to decide. As AI advances, it will be able to increase the energy of a person’s thinking 
in three key areas: advanced computation, statistical analysis, and hypothesis development [5]. 
These three areas correspond to three distinct AI waves. Specialists typically monitor more 
than 50 patients each day, which can be a great degree of debilitating thinking when considering 
the amount of notice and information required for each individual. Unlike a doctor, AI is 
unaffected by the number of patients, the length of the workday, or task redundancy. AI assists 
doctors in assessing a patient’s health risk and then applying intelligence to not only improve the 
quality of care but also to monitor and advise patients on the adverse effects of specific 
medications. 

The influence of AI across the globe is troubling, with technologically advanced tools pro-
viding enhanced decision-making, disease discovery, and management of chronic and acute 
illnesses. Doctors and other medical professionals use AI to diagnose patients more accurately 
and quickly. In medicine, AI employs arithmetical algorithms as well as data science from the 
human body to create diagnoses that are superior to those made by doctors. This allows pro-
fessionals to take immediate action in the case of disorders that could otherwise develop seri-
ously. Healthcare systems must be viewed as a collection of heterogeneous, distributed, and 
omnipresent systems that speak different languages, integrate medical devices, and are person-
alized by different entities, which were set by people living in different situations and pursuing 
different aims. As a result, architecture has been designed to support medical uses in the form of 
an organization for the integration, dispersal, and archiving of medical data and the electronic 
medical record, in the shape of a web spider of the intelligent information-processing system, its 
main subsystems, their functional roles, and the flow of information and control among them, 
with modifiable autonomy. The quality of service will be improved with such web-based sim-
ulated systems. In the field of healthcare, artificial intelligence is being used in a variety of ways. 
Keeping track of medical records and data management is the most visible application of artificial 
intelligence in healthcare. This tracking involves getting it together, storing it, standardizing it, 
and tracking its lineage. It is the first step toward transforming the available healthcare systems. 
Recently, Google’s AI research arm, Google DeepMind Health, launched its Google DeepMind 
Health project, which mines medical statistics to provide incredibly good and timely health 
services [6]. 

Data management is the most widely used application of artificial intelligence and digital 
automation in healthcare since accumulating and evaluating data is a necessary step. To provide 
faster, more consistent access, robots collect, store, re-layout, and trace data. The amount of 
health data that is currently available has increased over the last decade. Every day, large 
amounts of data (patient information, diagnosis information, new research discoveries, and so 
on) are generated in the healthcare industry. The use of big data and analytical tools has helped 
organizations gain the insights needed to collaborate more efficiently with patients and make 
better decisions; from cutting costs to streamlining hospital staff schedules, enabling remote 
patient monitoring to anticipate epidemics, and this reliance on big data and storing it has been 
growing noticeably [7]. AI is an area of computer science and technology that deals with 
the modelling of intelligent behaviour in computer systems. Combining the power of AI with the 
experience, information, and human interaction of clinicians will improve the high quality of 
patient care while simultaneously lowering its cost. AI can be used to examine data from entire 
patient populations to find new evidence and select high-quality healthcare practices. 
Performing routine tasks analysing tests, x-rays, CT scans, data entry, and other routine tasks are 
all part of the job. 
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1.2 REVOLUTIONS OF ARTIFICIAL INTELLIGENCE (AI) IN MEDICAL FIELD 

AI improves the quality of care while simultaneously increasing the productivity and efficiency 
of care. In the sphere of healthcare, artificial intelligence is anticipated to rise from $2.1 billion to 
$36.1 billion by 2025, with a CAGR of 50.2 percent. Machine learning (ML) plays an important role 
in the development of innovative medical treatments for treatment. ML is also used to keep track of 
the patient’s data and to administer treatment. Hospitals in the medical field have acknowledged the 
need to be digitalised and are integrating into administrative processes as time passes and the con-
struction of digital India takes place. Finland, Germany, the United Kingdom, Israel, China, and the 
United States are some of the countries that are heavily investing in AI research [5]. 

Medical advancements are now being driven by ML in domains such as pharmaceuticals and 
vaccines, medical devices, medical imaging, and radio genomics. This process can result in a 
healthcare system that is both cost-effective and patient-centered. The main hurdle for AI is en-
suring their use in regular clinical practise. On a large scale, AI will not replace human clinicians; 
rather, it will supplement their efforts to care for patients.  

• Inventions of AI  
• In 2017, an artificial intelligence-assisted surgery was performed to suture constricted 

blood arteries. This research was carried out at the Maastricht University Medical 
Centre in the Netherlands.  

• A report published by Stanford University in 2017 described the successful application 
of AL algorithms to detect skin cancer [7].  

• In China, a robot passed the medical licensing exam in 2017, and this robot takes and 
analyses patient data autonomously. The robot gathers basic information and directs you 
to an actual doctor who is ready to begin therapy right away. This direction means that 
the robot does not replace doctors, but rather assists doctors and patients in providing 
faster and more precise care.  

• Robot doctors (dentists) are considerably superior to human dentists since they can 
work independently and more efficiently. A dental implant can be performed by the 
robot without any errors. In 2018, this transition occurred in China. The staff was just 
in charge of supervising the implant robot.  

• Leonardo da Vinci Si is a surgical robot that performs operations. It improves its 
technology in the future by using knowledge from previous procedures. It includes 3D 
cameras and surgical equipment that mimic the movements of the operating surgeon. 

• Deep-learning algorithms identified 23 patients who were at a higher risk of cardiovas-
cular disease. Intel worked on this with the Scripps Research Institute in California [5].  

• According to a study, AI using deep learning was able to diagnose breast cancer at a 
higher rate than medical personnel. With the use of machine-learning technology, Path 
AI is assisting pathologists in making more accurate diagnoses. This system has also 
worked with pharmaceutical companies.  

• Atomize employs artificial intelligence to combat major diseases such as Ebola and 
multiple sclerosis. This use aids in the prediction of bioactivity and the identification 
of patient features for clinical studies [5].  

• Advantages of Artificial Intelligence (AI) in Field of Healthcare  
• Increase productivity: the treatment and check-up procedure is rapidly accelerating. In 

a recent interview, Dr. Kevin Sandeman stated that AI systems can diagnose at a faster 
rate than humans.  

• Improved diagnosis accuracy: AI improves analytical accuracy and reduces bias.  
• Improve patient outcomes: AI benefits patients by improving treatment efficacy, 

reducing the number of needless surgeries, and improving the quality of services pro-
vided to them [8]. 
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• According to Dr. Tuomas Mirtti, AI can make quick decisions and solve issues more 
precisely and quickly than humans. 

1.3 APPLICATION AREAS OF AI IN HEALTHCARE 

AI has incredibly expanded the healthcare sector in past decades. AI applications have been 
applied to unveil information and assist healthcare providers in a wide range of clinical tasks, like 
assistance with case triage, enhanced image scanning and segmentation, supported decision 
making, integration and improvement of workflow, disease risk prediction, patient appointment 
scheduling, and treatment tracking. However, the applications of AI technology to disease 
detection, cancer patient screening, therapy selection, reducing medication errors and productivity 
improvement is now creating its way [8]. 

Furthermore, COVID-19 has created tremendous chaos around the world, affecting people’s 
lives and causing a large number of deaths. In such a situation, AI application to COVID- 19 has 
increased, especially to the medical-imaging data, screening positive cases, predictive and ana-
lytical model in decision making, treatment planning, prediction of future cases, and vaccine 
development. AI technology has already shown its potential to track the spread of COVID- 19, as 
well as satisfy high-risk patients. It has also shown vast effectiveness in predicting real-time 
infection rates by adequately analysing the previous data [8]. It is noticeable that AI platforms such 
as Bluedot Global have predicted the COVID- 19 cases before the cases started from China. 

There are different ways to build AI systems for healthcare, i.e., find healthcare problems to 
apply AI solutions without due consideration to the local context. Hence, when establishing an AI 
system in healthcare, it is important not to replace the principal elements of human interaction in 
medicine but to focus on those interactions and improve their efficiency and effectiveness. 
Moreover, AI innovation in healthcare will come through in-depth, human-centered understanding 
of the complexity of patient journey and care pathway [8]. Figure 1.1 illustrates application area of 
AI in healthcare and medicines. 

1.3.1 PATIENT CARE 

One of the biggest benefits of AI is to help people stay fit and healthy so they don’t need a doctor, 
or not at least as often. AI has increased the ability for healthcare professionals to clearly 
understand day-to-day patient needs, and with that understanding, they are able to judge, provide 
feedback, and support for staying healthy. Babylon Health provides relevant information on health 
and triage based on symptoms explained by the patient [10].  

• Jvion: Identifying hidden patient risk across various diseases and if the risk trajectory can 
be changed to a positive outcome [11].  

• Wellframe: Wellframe delivers interactive-care programs directly to patients on mobile 
devices. Clinical portfolio based on evidence-based care enables the care team to provide 
a personalized experience for any patient [12].  

• GNS Healthcare: The company uses machine learning to reveal the driver of disease 
progression and how patients respond to drugs [13].  

• Zakipoint Healthcare: The company displays all relevant health-related data at the 
member level on the dashboard to understand healthcare expenses and population risk and 
how to mitigate these risks [14]. 

For pregnant women, early identification and management of risk are essential to provide them 
with early treatments. ‘SAFER’ is a risk assessment and risk management approach that has been 
developed to assess antenatal risk and develop a comprehensive clinical management plan. 
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1.3.2 MEDICAL IMAGING AND DIAGNOSTIC 

The bulk of medical data that is associated with each patient in today’s healthcare system is 
staggering and increasing every day. Though the doctors and medical personnel are extremely 
knowledgeable and well trained, they are like other human beings who can make mistakes in 
absence of adequate data. So AI is helping to make more accurate diagnoses at a faster rate while 
reducing cost. Advanced medical imaging helps precisely analyse and transform images and model 
possible situations [10].  

• SkinVision: SkinVision enables to the assessment of skin spots and common skin cancer 
by taking photos of skin from phones and sending risk indications by the clinical vali-
dation technology within 30 seconds.  

• MammoScreen: MammoScreen with mammography to aid breast cancer detection. The 
system is designed to identify the suspicious spots for breast cancer on 2D digital mam-
mograms and assess their likelihood of malignancy. 

In recent years, AI is widely used in diagnosing COVID-19 cases and identifying patients with 
ventilator support. Huiying Medical, a company in China, has developed an AI-based medical- 
imaging system solution with 96% accuracy. 

1.3.3 RESEARCH AND DEVELOPMENT 

Drug research and development is one of the recent applications of AI in healthcare. New drugs are 
discovered based on previous data and medical intelligence [15]. 

FIGURE 1.1 Areas where AI is used in healthcare and medicine [ 9].    
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• NuMedii: NuMedii is a biopharma company that discovers de-risk effective new drugs 
by translating life science big data and AI into therapies. The company has built a 
technology AIDD (Artificial Intelligence of Drug Discovery) that uses big data and AI to 
discover connections between drugs and diseases. 

Genome editing in AI is very powerful. AI in genetics is used to identify harmful genes and 
treatment of diseases. Gene editing has the ability to cut out disease-causing genes. CRISPR 
(clustered regularly interspaced short palindromic repeat) can edit deoxyribonucleic acid with 
remarkable precision. 

• 4Quant: The company utilizes big data and deep-learning technology to extract mean-
ingful, actionable information from images and videos for experiment design to help pick 
and choose which components make the most sense for the needs. 

1.3.4 HEALTHCARE MANAGEMENT 

Healthcare management is creating an optimal market strategy for a brand based on market per-
ception and target segment.  

• Healing: The company’s Migraine Buddy is an advanced migraine reporting and tracking 
application. The application has recorded terabytes of data that help patients, doctors, and 
researchers better understand the cause and effect of neurological disorders. 

Process automation technologies such as intelligent automation and RPA helps hospitals automate 
routine reporting. Customer service chatbots help patients’ clear queries regarding bill payments, 
appointments, and medication refill. Patients may make false claims leveraging AI-powered fraud- 
detection tools that can help hospital managers to identify fraudsters. There are too many possible 
AI use cases in healthcare to be listed here, and they can be identified by the practitioners. A 
machine-learning-based solution can be built in areas where significant training data is available, 
and the problem statement can be formulated in a clear way [16]. 

1.3.5 ARTIFICIAL INTELLIGENCE IN STATISTICAL ANALYSIS 

AI has exploded in popularity in a variety of fields and regions during the previous decade. 
Unsurprisingly, healthcare is one of the industries that has been transformed by artificial intelli-
gence. While companies have broadened their applications of artificial intelligence, the funda-
mental application of AI remains in high demand: data analysis and prediction. With so many 
technical breakthroughs, storage and processing technologies have grown in their own right, 
allowing infrastructures to keep a digital footprint or record of everything they’ve done in the past. 
Logs aren’t the only thing that’s being saved now that storage isn’t an issue. People’s responses 
and medical histories, as well as test results, symptoms, medication, medication response, genetical 
constitution, and other information, are collected anonymously or not, freely or not, to keep track 
of everything related to healthcare. People have created numerous innovative methods to analyse 
this massive mountain of data and draw meaningful conclusions as technology has progressed. To 
maintain a deployable dataset, private organisations or the government may record all data from 
hospitals or clinics [16]. 

1.3.5.1 Pharmaceutical Use 
Response to drugs is one example of where statistical analysis has been shown to be beneficial. 
People willingly participate in surveys in which their medical records, including tests and progress, 
are kept to determine the efficacy of a treatment or procedure against a specific medical problem. 
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The public can learn about any recurring pattern of symptoms, depending on location, gender, food 
habits, culture, and other factors, as well as the effectiveness of a particular prescription in people 
classified into various groups and their treatment progress. Once completed, it is easy to determine 
if a certain population is segregated on any possible criteria for the majority of the population, 
which improves treatment efficiency. Studies can be carried out to see if there is a link between 
symptoms and lifestyle, culture, or geography, and this information can then be utilised to map the 
condition accordingly. 

1.3.5.2 Outbreak Prevention and Tracking 
Data capturing a strange or novel symptom in a region progressively moving across the vici-
nities can be used to detect illness outbreaks, their origins, symptoms, impacts, and, most 
crucially, the pattern and pace with which they travel. This detection can save a lot of lives since 
it enables governments, healthcare organisations, and pharmaceutical companies, both world-
wide and locally, to be prepared for a potential epidemic and begin working on determining the 
reason and root of the problem to create a defence. This ability was demonstrated in the last 
pandemic, where scientists and health organisations predicted the speed and scope of infection, 
the appearance of new variations due to mutation, their origin, symptoms, and path every day. 
This ability has saved lives since people were aware of the scope of the harm and were prepared 
for it. The same method was utilised to discover patterns, which aided in the discovery of any 
potential medicine or vaccination adverse effects that may or may not affect people depending 
on their lifestyles, age, or geographic region. This made it possible to build a working vacci-
nation with minimal side effects in a short amount of time, which would not have been con-
ceivable in the past [16]. This enabled super-quick vaccine development and manufacture, 
which would not have been possible without statistical analysis of volunteer responses to 
prototypes. 

1.3.5.3 Genetics 
It’s also employed in the field of analysing the recurrence/susceptibility of a given disease in persons 
who share specific genes. Genetic illnesses can be inherited through a lengthy family history, and 
blood tests are often ineffective in detecting them. People rely on symptoms to determine whether 
they have a genetic disease that is incurable. People can now use artificial intelligence to discover 
defective genes even before a child is born by looking at the genetic makeup of the child’s parents, 
and so prevent a child’s quality of life from deteriorating. Identification of specific genes among 
millions of genes necessitates extensive investigation. People can also use AI to map probable genetic 
diseases or abnormalities in people all over the world based on their geographical birthplace, 
ancestry, race, and other factors. 

It is fair to conclude that all of these, as well as a slew of additional AI benefits, have aided in 
improving the quality of life through greater preparedness and responsiveness. So much data and 
data analysis tools have aided individuals and organisations in doing research, seeing trends, 
learning and understanding the causes, and inventing treatments and techniques. As a result of 
these capabilities, our healthcare business is making rapid progress and assisting people in sur-
viving ailments that were once thought to be fatal. 

1.4 USE IN THE DEVELOPMENT OF MEDICINE AND VACCINES 

The drug development process begins with existing data gathered from a variety of sources, 
including high-throughput compound and fragment screening, computer modelling, and publicly 
available information. AI is employed in many areas of the pharmaceutical business, including 
medication development and discovery. It decreases human workload and allows for the 
achievement of goals in a short time. AI can also help with decision-making and determining the 
best treatment for a patient. 
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It will provide the healthcare business a huge boost because they can now produce more and 
more efficiently in less time, and vaccines can be manufactured in less time with fewer drawbacks. 
Machine-learning models learn to discover patterns from a large number of training instances that 
would be impossible for a human to remember. However, using AIML technology is a difficult 
task because, first and foremost, we must feed and save all data to the machine, and then train it 
according to that data, which can be difficult at times, and we must conduct numerous trials to 
ensure that it is remembered. Additionally, its maintenance costs are high and take a long time. 
However, in the end, it greatly aided us and saved us time. This method enabled the rapid 
development of the COVID-19 vaccine, which benefited the entire country. 

1.4.1 CHALLENGES FACED IN DRUG DEVELOPMENT 

Vaccine and medicine development can be a lengthy and laborious process due to the large amount 
of data available and the inability to recognise all previous trials, primarily due to the complexity 
of different people’s immune systems and the various tasks involving fragment screening, com-
putational modelling, and information from the literature. Another issue in drug research is 
increasing R&D efficiency, which is defined as the number of medications authorised by the FDA 
per billion dollars spent on R&D alone. That is why AI is the technology that can save all of the 
data and trials while also making them less expensive and more successful. 

1.4.2 AI IN DRUG DEVELOPMENT 

By reducing the number of produced compounds that are then tested in either an in vitro or in vivo 
system, AI systems can lower attrition rates and R&D costs. Validated artificial intelligence ap-
proaches can be utilised to improve drug development success rates; however, the AI techniques that 
are used in the development process must be validated before being applied to the drug development 
process. 

The first step in the retrosynthesis process is to recursively and sequentially analyse the target 
compounds, breaking them down into small fragments or building blocks that can be easily pur-
chased and prepared. The second stage is to figure out how these fragments will be converted into 
target molecules. Some technologies, such as SPiDER, which is based on AI and is used to forecast 
the molecular target of B-lapachone or other compounds, save development time. The process of 
drug repurposing becomes more appealing and practical using AI. The idea of adapting an existing 
therapeutic for a new disease has advantages because the new drug is qualified and can proceed 
directly to phase II trials for a different indication without having to go through phase I clinical 
trials and toxicology testing. 

1.4.3 AI IN PATTERN RECOGNITION 

Artificial intelligence aids in the development of vaccines that contain highly immunogenic viral 
components. Artificial intelligence can identify hit and lead compounds, allowing for faster 
validation of the vaccine target and therapeutic structure design optimization. AI can also 
forecast prospective toxicity risks, as well as possible synthetic routes for drug-like molecules, 
pharmalogical properties, protein characteristics, efficacy, drug combination and drug target 
connection. 

The binding affinity of a medicine is measured using AI-based methods that conssider either the 
features or similarities of the drug and its target. Machine-learning algorithms were taught by the 
researchers to anticipate the intensity of viral fragments displayed on the human cell interface. 
Machine-learning techniques and predictive model software also aid in the discovery of target- 
specific virtual molecules and their connection with their particular targets, all while maximising 
safety and efficacy [17]. 
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1.5 LIMITATION OF ARTIFICIAL INTELLIGENCE IN HEALTHCARE 

AI depends on digital data, so inconsistencies in the availability and quality of data restrict the 
potential of AI. Also, significant computing power is required for the analysis of large and complex 
data sets. While many are enthusiastic about the possible uses of AI in the NHS, others point to 
the practical challenges, such as the fact that medical records are not consistently digitized across the 
NHS, and the lack of interoperability and standardization in NHS IT systems, digital recordkeeping, 
and data labelling [18]. There are questions about the extent to which patients and doctors are 
comfortable with digital sharing of personal health data [19]. Humans have attributes that AI systems 
might not be able to authentically possess, such as compassion [20]. Clinical practice often involves 
complex judgments and abilities that AI currently is unable to replicate, such as contextual knowl-
edge and the ability to read social cues [21]. There is also debate about whether some human 
knowledge is tacit and cannot be taught [22]. Claims that AI will be able to display autonomy have 
been questioned on grounds that this is a property essential to being human and by definition cannot 
be held by a machine [9]. 

While AI offers a number of possible benefits, there also are several risks: 

1.5.1 SECURITY CONCERNS 

The prerequisite of enormous datasets means designers are motivated to gather such information 
from numerous patients. A few patients might be worried that this assortment might disregard their 
security, and claims have been documented dependent on information dividing among enormous 
wellbeing frameworks and AI developers [11]. AI could embroil protection in another manner: 
AI can foresee private data about patients despite the fact that the calculation never got that data. 
(To be sure, this is regularly the objective of medical services AI.) For example, an AI framework 
could possibly distinguish that an individual has Parkinson’s infection dependent on the shaking of 
a PC mouse, regardless of whether the individual had never revealed that data to any other person 
(or didn’t have a clue). Patients should seriously think about this as an infringement of their 
protection, particularly if the AI framework’s surmising were accessible to outsiders, for example, 
banks or extra security organizations. 

1.5.2 INFORMATION ACCESSIBILITY TRAINING 

AI frameworks require a lot of information from sources, for example, electronic well-being records, 
drug store records, protection claims records, or purchaser-created data like wellness trackers or 
buying history. In any case, well-being information is regularly hazardous. Information is ordinarily 
divided across a wide range of frameworks. Indeed, even besides the assortment recently referenced, 
patients ordinarily see various suppliers and switch insurance agencies, prompting information split 
in different frameworks and numerous configurations. This discontinuity builds the danger of 
blunder, diminishes the breadth of datasets, and expands the cost of get-together information—which 
likewise restricts the sorts of elements that can foster successful medical care AI. 

1.5.3 PREDISPOSITION AND IMBALANCE 

There are risks, including inclination and disparity in medical care AI. Computer-based intelligence 
frameworks gain from the information on which they are prepared, and they can join predispositions 
from that information. For example, if the information accessible for AI is mainly accumulated in 
scholastic clinical focuses, the subsequent AI frameworks will think less about—and, along these 
lines, will treat less adequately—patients from populaces that don’t normally visit scholarly clinical 
focuses. Essentially, if discourse acknowledgment AI frameworks are utilized to interpret experience 
notes, such AI might perform more regrettable when the supplier is of a race or sexual orientation 
underrepresented in preparing data. 
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1.5.4 WOUNDS AND BLUNDERS 

The clearest danger is that AI frameworks will at times be off-base, and that patient injury or other 
medical care issues might result. On the off chance that an AI framework suggests some unacceptable 
medication for a patient, neglects to see cancer on a radiological sweep, or designates a clinic bed to 
one patient over another in light of the fact that it anticipated wrongly which patient would help more, 
the patient could be harmed. Obviously, numerous wounds happen because of clinical blunders in the 
medical care framework today, even without the association of AI. Simulated intelligence blunders 
are possibly unique for no less than two reasons. To begin with, patients and suppliers might respond 
contrastingly to wounds coming about because of programming than from human blunders. Second, 
if AI frameworks become broad, a basic issue in one AI framework may harm many patients—as 
opposed to the set number of patients harmed by any single supplier’s mistake. 

Most AI-based clinical gadgets exist as programming, and they are by and large new gadgets 
unique in relation to the conventional gadgets as far as administrative issues. Thus, new approaches 
should be set up to support and direct such gadgets. The International Medical Device 
Regulators Forum has sorted these AI programming planned to be utilized for clinical purposes as 
“Programming as a Medical Device (SaMD)” [13]. In the U.S., the Digital Health Unit was set up by 
the FDA’s Center for Devices and Radiological Health in May 2017 to advance the skill in com-
puterized medical services gadget endorsements and guidelines, and the FDA has reported the rules 
for SaMD in December 2017 [14]. The FDA recognizes that the current guidelines for conventional 
clinical gadgets are not reasonable for SaMDs that are quickly being developed and modified [23]. 
FDA has as of late fostered a Software Precertification Program, which empowers quicker adver-
tising of SaMD through an engineer-focused affirmation pathway, not at all like the current pathway 
fixated on individual items. Makers who accomplished ’authoritative greatness’ in this pathway can 
get an exclusion from premarket audits for generally safe items. Japan, as per the AI clinical 
improvement plans reported in 2018, is intending to make thorough principles overseeing the uti-
lization of AI in clinical gadgets to limit the current AI clinical gadget-related debates and forestall 
the subsequent R&D hindrances [24]. Lastly, in Korea, the “Endorsement and Review Guidelines for 
Big Data and AI-based Medical Devices” and “Audit Guidelines for Clinical Effectiveness of AI- 
based Medical Devices” were declared in 2017, making them a portion of the primary AI-related 
endorsement rules in the world [25] However, the normalized survey file for the security and viability 
of AI-based clinical gadgets is as yet missing worldwide [26]. 

1.6 PREDICTIONS OF FUTURE ARTIFICIAL INTELLIGENCE (AI) IN HEALTHCARE 

When we talk about artificial intelligence, we can’t just treat it as one technology, but a collection of 
them. Most of these technologies are relevantly connected to the healthcare field, but the processes 
and the tasks they do vary widely. Looking at our current progress in AI, we can see that AI will play 
a very important role in the healthcare offerings of the future. 

So, let’s talk about some particular AI technologies of high importance to healthcare. 
As we can see that the form of machine learning is the primary capability behind the devel-

opment of precision medicine, agreed worldwide to be a sorely needed advance in healthcare. 
Although the current AI technology can’t provide diagnosis and treatment recommendations to all 
the diseases, with the early efforts we can make great progress. Even though it may prove chal-
lenging, we expect that AI will ultimately master this domain as well. Given the significant ad-
vancements in AI for imaging analysis, most radiology and pathology images are expected to be 
reviewed by AI at some time. Speech and text recognition are already being used for tasks like 
patient communication and clinical note capture, and this trend will continue. 

The most difficult hurdle for AI in many healthcare fields is assuring its acceptance in daily 
clinical practice, not whether the technologies are capable enough to be useful. AI systems must be 
approved by regulators, integrated with EHR systems, standardized to the point that similar products 
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work in a similar way, taught to physicians, paid for by public or private payer organizations, and 
updated over time in the field for widespread adoption to occur. These obstacles will be overcome in 
the end, but they will take considerably longer than the maturation of the technologies themselves. As 
a result, we predict AI will be used in therapeutic settings only to a limited extent. 

It’s also becoming clear that AI systems will not replace human clinicians on a large scale, but 
rather will enhance their efforts to care for patients. Human physicians may progress toward 
activities and job designs that rely on essentially human skills like empathy, persuasion, and big- 
picture integration in the future. Those that refuse to work with artificial intelligence may be the 
only ones who lose their careers in the long run. 

The most common application of classical machine learning in healthcare is precision medicine, 
which involves predicting which treatment techniques are most likely to succeed on a patient based 
on a variety of patient characteristics and the treatment context. The great majority of machine- 
learning and precision medicine applications require supervised learning, which requires a training 
dataset with the end variable (e.g., illness onset) known. 

If we talk about the most complex forms of machine learning, we’ll learn that it involves deep 
learning or neural network models with many levels of features or variables that are meant to 
predict outcomes. There could be thousands of hidden elements in such models, which are revealed 
by today’s graphics processing units and cloud architectures’ speedier processing. Recognizing 
possibly malignant tumors in radiography pictures is a common application of deep learning in 
healthcare. Deep learning is increasingly being used in radionics, which is the discovery of 
clinically significant patterns in imaging data that are beyond what the human eye can see. In 
oncology-focused image analysis, both radionics and deep learning are routinely used. Their 
combination appears to promise improved diagnostic accuracy than the previous generation of 
computer-aided detection (CAD) techniques for image analysis. 

Patient participation and adherence have long been seen as the ‘last mile’ challenge in healthcare, 
the final barrier between ineffective and good health results. The more patients actively participate in 
their own well-being and treatment, the better the outcomes—utilization, financial outcomes, and 
member experience. To overcome these difficulties, big data and artificial intelligence are increas-
ingly being deployed. 

Clinical experience is frequently used by providers and hospitals to establish a plan of care that 
they know will improve the health of a chronic or acute patient. That doesn’t matter if the patient 
doesn’t make the necessary behavioural changes, such as losing weight, arranging a follow-up 
visit, filling medicines, or adhering to a treatment plan. Noncompliance, or when a patient fails to 
follow a treatment plan or take prescription medications as directed, is a big issue. In a survey of 
more than 300 clinical leaders and healthcare executives, more than 70% of respondents claimed 
that less than half of their patients were highly involved, and 42% said that less than a quarter of 
their patients were extremely engaged. 

In healthcare, there are numerous administrative applications. 
First and foremost, radiologists do more than simply read and analyse pictures. Radiology AI 

systems, like other AI systems, accomplish a single task. Deep-learning models are trained for 
specific image-identification tasks in labs and start-ups (such as nodule detection on chest com-
puted tomography or haemorrhage on brain magnetic resonance imaging). To properly identify all 
potential findings in medical imaging, many of such limited detection jobs are required, and only a 
few of these can currently be done by AI. 

In addition, radiologists consult with other physicians on diagnosis and treatment, treat diseases 
(for example, by providing local ablative therapies), and perform image-guided medical interventions 
such as cancer biopsies and vascular stents (interventional radiology), define the technical parameters 
of imaging examinations to be performed (tailored to the patient’s condition), relate findings from 
images to other medical records and test results, and discuss procedures and results with patients. 

Second, clinical techniques for using AI-based image work are still in the early stages of 
development. The probability of a lesion, the probability of cancer, the characteristic or location of 
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a nodule is all different foci for different imaging technology providers and deep learning algo-
rithms. Deep-learning systems would be challenging to integrate into existing clinical practice 
because of these unique foci. 

Third, deep-learning image identification algorithms require ’labeled data,’ which consists of 
millions of photographs from patients who have been diagnosed with cancer, a broken bone, or another 
pathology. However, there is no centralized archive of tagged or unlabeled radiological images. 

Finally, for automated image analysis to take off, significant changes in medical legislation and 
health insurance will be required. 

Artificial intelligence (AI) has far-reaching ramifications in the medical field. The current global 
COVID-19 pandemic, which has overburdened hospitals, stretched resources, and infected mil-
lions of individuals before testing and therapy were available, has brought this to light. The model 
was only trained on data on healthcare costs, not on data about healthcare that was sought or 
provided. Because the payment data showed that black patients in this scenario spent less money 
on healthcare, the algorithm thought they didn’t require it. After the bias was eliminated from the 
AI model, the results revealed that this group had a 28.8% higher need for healthcare services. 
There are currently no established frameworks for analysing models for bias. This incident was 
only discovered because the data was considerably distorted. 

Despite the hurdles that AI faces in healthcare, scientists expect that AI will continue to make 
significant advances in the medical industry in the years to come. Udacity recently organized a 
virtual conference on the future of AI in healthcare, where leading experts in technology and 
medicine discussed their predictions on anything from future pandemics to disease diagnosis [17]. 
What they foresee as being on the cutting edge of AI in healthcare is as follows.  

• Future challenges in artificial intelligence (AI) 

When it comes to implementing AI in the healthcare and medical fields, there are numerous 
obstacles to overcome. Because of the privacy and secrecy of the huge amount of data obtained 
from hospitals, AI had trouble acquiring access to those resources. Clinically proven diagnosis is 
less available and credible, which reduces the chances of an accurate diagnosis. Due to the export 
of imaging and medical record data, the work burden has increased. The clinical decision-making 
capabilities of AI is limited to solving one problem at a time, but patients in life-threatening 
situations may have a complex set of problems that require full examination from several angles. 
Hospitals must collaborate with software companies to construct a robust AI platform based on 
diagnosis and treatment data, which is a time-consuming and error-prone procedure. The proper 
labelling, annotations, segmentation, and quality verification of imaging (CT/MRI) data necessitate 
highly qualified specialists, which raises the entire cost and time. For the appropriate development 
of an AI system to diagnose disease, imaging data is insufficient. All of the aforementioned factors 
act as roadblocks to AI implementation in the healthcare and medical fields. 

With the advancement of AI and software that can be used to analyse imaging data, diseases 
like cancer may now be predicted with high accuracy and precision. Work guidelines for future 
clinical practises will be aided by a wide range of study and analysis of imaging data. After 
integrating AI, rehabilitation exercises could be modified to accomplish tailored evaluation and 
rehabilitation training that improves desired neurological function in the context of various neu-
rological dysfunctions. New technologies with strong learning ability and generalisation capacity 
are predicted to acquire human-like intelligence in the future, which will improve diagnostic ap-
proaches and decision-making systems, allowing for the provision of higher-quality and more 
inexpensive medical services. AI will help primary hospitals improve their medical services, as 
well as construct a black box model predictor to tackle black box problems and develop 5G 
technologies. The high-speed transmission capabilities of the 5G network will improve real-time 
remote technical guidelines for safe, dependable, and stable remote collaborative surgeries, low-
ering surgical risks. 
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• AI could make medical professionals better 

There’s no substitute for a human touch or years of medical experience, but that doesn’t rule out AI 
as a useful tool for medical professionals. AI has been used to help detect high-risk patients during 
distinct peaks of the pandemic, for example; screening and diagnostic analysis is another inter-
esting area where AI could supplement professional skills. 

This capability isn’t restricted to COVID-19 or even hospitals. Kendra Gaunt of The Trevor 
Project, an organisation dedicated to preventing suicide among LGBTQIA+ adolescents, was 
recently interviewed on our company’s podcast to explore the role AI plays in their goal. Trevor has 
lately used AI to help educate counsellors by providing realistic scenarios that let them to practise 
before taking live calls, making them more successful in crisis situations, according to Kendra. 

In the end, AI does not need to take centre stage to assist medical professionals, whether they be 
doctors, nurses, or therapists. It can still assist healthcare in making significant progress. 

In a nutshell, the healthcare business has experienced remarkable growth in the recent year. But, 
in the midst of the chaos, we’ve seen some amazing technological developments that, in my 
opinion, could pave the way for a new, better healthcare system fuelled in part by AI. Furthermore, 
the healthcare industry’s experience has revealed valuable lessons for business executives in 
general, not only in medicine. Specifically, now that we’ve all seen the power of AI, it’s almost 
certain to stick around; however, to maximise its effectiveness, we must prioritise comfort, 
maintain a human touch, and, perhaps most importantly, ensure that we’re using AI to make our 
daily lives better and easier as we move toward a new normal. 

1.7 CONCLUSION AND FUTURE WORK 

AI is now allowing the healthcare industry to get better results. It has increased its productivity and 
care efficiency. Doctors’ and patients’ roles have shifted as a result. The goal of AI is to expand and 
grow in the medical industry. It will transform how diseases are diagnosed, treated, and detected. 

It has the potential to aid in the treatment of serious health problems. Its purpose is to leverage 
data and healthcare technologies to address ethical and social issues. The key difficulty for AI is to 
ensure that it is transparent and compatible with the public’s interests. 

AI has made significant progress in the health field, but it still has to evolve. And AI isn’t a 
science that aims to replace human doctors with robots; rather, it aims to assist and support both 
doctors and patients. 

Artificial intelligence (AI) has exploded in popularity in a variety of fields and regions during 
the previous decade. Unsurprisingly, health care is one of the industries that has been transformed 
by artificial intelligence. While companies have broadened their applications of artificial intelli-
gence, the fundamental application of AI remains in high demand: data analysis and prediction. 
With so many technical breakthroughs, storage and processing technologies have grown in their 
own right, allowing infrastructures to keep a digital footprint or record of everything they’ve done 
in the past. Logs aren’t the only thing that’s being saved now that storage isn’t an issue. People’s 
responses and medical histories, as well as test results, symptoms, medication, medication 
response, genetical constitution, and other information, are collected anonymously or not, freely or 
not, in order to keep track of everything related to healthcare. People have created numerous 
innovative methods to examine this massive mountain of data and draw meaningful conclusions as 
technology has progressed. To maintain a deployable dataset, private organisations or the gov-
ernment may record all data from hospitals or clinics. 

Response to drugs is one example of where statistical analysis has been shown to be beneficial. 
People willingly participate in surveys in which their records, including tests and progress, are kept 
to determine the efficacy of a treatment or procedure against a certain medical problem. Public 
findings of any repeating pattern of symptoms depending on location, gender, food habits, culture, 
etc., effectiveness of a particular drug in persons grouped by numerous groups, and treatment 
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progress are all possible thanks to research in these records. Once completed, it is easy to 
determine if a certain population is segregated on any possible criteria for the majority of the 
population, which improves treatment efficiency. Studies can be carried out to see if there is a link 
between symptoms and lifestyle, culture, or geography, and this information can then be utilised to 
map the condition accordingly. 

Data capturing a strange or novel symptom in a region progressively moving across the vici-
nities can be used to detect illness outbreaks, their origins, symptoms, impacts, and, most crucially, 
the pattern and pace with which they travel. This detection could save a lot of lives since it enables 
governments, healthcare organisations, and pharmaceutical companies, both worldwide and 
locally, to be prepared for a potential epidemic and begin working on determining the reason and 
root of the problem to create a defence. This ability was demonstrated in the last pandemic, where 
scientists and health organisations predicted the speed and scope of infection, the appearance of 
new variations due to mutation, their origin, symptoms, and path on a daily basis. This ability has 
saved lives since people were aware of the scope of the harm and were prepared for it. The same 
method was utilised to discover patterns, which aided in the discovery of any potential medicine or 
vaccination adverse effects that may or may not affect people depending on their lifestyles, age, or 
geographic region. This made it possible to build a working vaccination with minimal side effects 
in a short time, which would not have been conceivable in the past. This enabled super-quick 
vaccine development and manufacture, which would not have been possible without statistical 
analysis of volunteer responses to prototypes. 

It’s also employed in the field of studying the recurrence/susceptibility of a given disease in 
persons who share specific genes. Genetic illnesses can be inherited through a lengthy family 
history, and blood tests are often ineffective in detecting them. People rely on symptoms to 
determine whether they have a genetic disease that is incurable. People can now use artificial 
intelligence to discover defective genes even before a child is born by looking at the genetic 
makeup of the child’s parents, and so prevent their quality of life from deteriorating. Identification 
of specific genes among millions of genes necessitates extensive investigation. People can also use 
AI to map probable genetic diseases or abnormalities in people all over the world based on their 
geographical birthplace, ancestry, race, and other factors. 

It will improve the medicine’s efficiency and make it more immunological, as well as reduce 
risk and select the best treatment for each patient. It aids researchers in developing vaccines that 
increase vaccine immunity levels, as well as providing speedy validation of vaccination targets and 
optimization results. To be effective in AI-assisted drug development, an individual must be able to 
train algorithms, which necessitates domain expertise. It necessitates a lot of upkeep and effort to 
rebuild and learn. This provides an appropriate venue for AI and medicinal chemists to collaborate 
and produce some output with correct analysis and efficiency. 

It is fair to conclude that all of these, as well as a slew of additional AI benefits, have aided in 
improving the quality of life through greater preparedness and responsiveness. So much data and 
data analysis tools have aided individuals and organisations in doing research, seeing trends, 
learning and understanding the causes, and inventing treatments and techniques. As a result of 
these capabilities, our healthcare business is making rapid progress and assisting people in sur-
viving ailments that were once thought to be fatal. 

Because the AIML is based on previous results and trials, it will have a significant impact on the 
developing medical sector. It will take less time to provide proper and accurate results. 

Its cost is very low, allowing industry to produce more for the general public. 
Deep-learning technologies have also transformed cancer vaccine development by improvising 

neoantigen prediction in collaboration with AI businesses and other medical sectors. “It won’t be 
long until these are exposed for what they are; the hoopla can’t last very long because the truth will 
come out in the data over the next five years ago or so, if by then we are generating better 
pharmaceuticals, and doing it faster and cheaper, then AI will really take off,” Narain previously 
stated. 
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By employing this technology in the future, we will be able to get more out of our lives and 
achieve our goals, and the medical business will benefit more. It is only the beginning of a healthcare 
revolution, and progress is being made and will continue to be made at an exponential rate.  

• Future scope of artificial intelligence (AI)  
• To lower the death rate, AI will prioritise those who are in greater need. It can also 

assist the patient’s blood pressure and anxiety, as well as increase social contact. The 
use of social assistive robot technology improves the quality of life for senior citizens.  

• AI is used to find and create new drugs in the fields of immune-oncology and 
neuroscience.  

• AI has also given hope for the detection of melanoma, which is extremely difficult to 
detect with the naked eye. It’s a sort of skin cancer that arises from the pigment- 
producing cells called melanocytes.  

• Since tissue-based genomics can’t sample other regions of the tumour, image-omics 
will be used in the future. 
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2.1 INTRODUCTION 

As an increasingly emerging technology, artificial intelligence (AI) has arisen and gained broad 
acceptance in many areas. Healthcare is one of the fields where the introduction of AI is extremely 
promising. Currently, using AI in healthcare in India involves opportunities, various challenges, 
possible solutions, and the a future with this emerging technology. New startups and major com-
panies provide AI solutions for healthcare problems in India, which are increasingly using AI. Such 

DOI: 10.1201/9781003333081-2                                                                                        19 

https://doi.org/10.1201/9781003333081-2


issues and solutions include resolving the uneven ratio between qualified doctors and patients; 
making doctors more effective at their work; personalizing healthcare, delivering good healthcare in 
rural areas, and educating physicians and nurses in complex procedures. Companies provide several 
solutions, including medical diagnosis automation, automated medical test review, disease detection 
and tracking systems, wearable detection-based medical tools, patient engagement systems, pre-
dictive diagnostics of healthcare, and disease prevention. The lack of accurate, usable, interoperable, 
and clean data is a common problem in implementing such solutions; that problem is to be tackled 
through the Electronic Health Records Standards established by Health and Family Welfare Ministry 
in 2016. Specific challenges include access to open data sets and the practitioners’ acceptance. This 
study aims to chart the existing state of AI in Indian healthcare. It explores the actual healthcare use of 
AI; India’s AI-healthcare story; a key player in designing, implementing, and controlling AI in the 
health sector; possible and actual health effects of AI; and the problems in AI policymaking in the 
health sector. In every region, the health industry is facing unique challenges. The developed 
economies fail to build an effective system to efficiently combine various roles when it comes to the 
last miles of healthcare. If you look at the wide-area and number of potential recipients, problems are 
different in a country like India. There are other issues, such as demographic growth, unique regional 
problems, and digital literacy. To achieve the state-of-the-art research results, as well as facilities, the 
increasing application of artificial intelligence (AI) in healthcare is crucial for the scientific com-
munity. AI could significantly boost outcomes in reliable healthcare and the quality in facilities as it is 
used in healthcare. India is well-positioned to build solutions that tackle robustness and efficiency 
issues with its immense wealth of unstructured medical data and population diversity combined with 
its large pool of human talent. This report will address some of the problems that the Indian 
healthcare system is facing. Some cases studies have provide promising pathways for AI [1–3]. 

Artificial intelligence (AI) is a technology that accentuates the formation of smart and intelli-
gent machines that work and respond like individuals [1,2]. The machines or smart computers with 
the capability to accomplish intellectual roles, such as observing, learning, decision making, 
reasoning, and problem solving, are called artificial intelligence computers or machines, as shown 
in Figure 2.1. According to the panel of Forbes technology council members, 13 different sectors, 
including the healthcare sector, will be revolutionized by artificial intelligence. This sector is 
progressing toward a modern epoch, where plentiful medical data are performing an incredibly 

FIGURE 2.1 Differentiation of AI, ML, and DL.    
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significant role. In modern healthcare technologies, the primary objective is ‘assurance of the 
affordable treatment is given to the needy patient within a short period deprived of complex 
documentation in Indian scenario’ by using AI in healthcare [3]. 

Deep learning aims to transform the way medical tests are assessed and diagnosed by physi-
cians, allowing them to recognize illnesses and begin care sooner. The immense accessibility of 
medical data creates incredible prospects and tasks for healthcare examination [4]. 

2.2 MACHINE LEARNING AND DEEP LEARNING 

Machine learning is the ability of machines or computers to learn without being programmed. It 
uses numerous algorithms to analyze and evaluate data, and, after analyzing the data, learn from it, 
and then make judgments or deliver an output. In the field of medical imaging, conventional 
machine-learning methods have been applied more recently. With rapidly enhancing computa-
tional capacity, along with the readiness of massive volumes of clinical data, traditional machine 
learning (statistical tools based) has been replaced by the neural network-based deep learning. Too 
many complex patterns can be trained, learned, and acquired by deep learning compared to tra-
ditional machine-learning systems. Therefore, machine-learning algorithms permit systems to 
execute a task by training the machines by applying accessible data to inputs [5–8]. On the other 
hand, deep learning is a subset of machine learning, which is based on biological neural network- 
learning representations for solving complex problems as humans do, as shown in Figure 2.1. 

Deep-learning approaches, unlike traditional machine-learning techniques, significantly sim-
plify the process of feature engineering by applying directly to unstructured data, such as audio, 
video, and images, as shown in Figure 2.2. Alternatively, the machine learning in the featured area 
scales inadequately and loses the opportunities to find new patterns from unstructured data. As a 
replacement, the representation learning helps systematically find the representations required for 
extrapolation from unprocessed data. So, this makes it easier and faster for researchers to develop 

FIGURE 2.2 Deep-learning steps for the classification process.     
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the newest concepts [9]. Deep learning-based CNNs algorithm is of special importance in the field 
of medical imaging among all deep-learning methods. There are, of course, several recent works 
that aim to apply CNN to medical image analysis. The deep-learning techniques are also a part of 
representation learning with many stages of illustration, accomplished by comprising nonlinear 
data that separately changes the depiction at a single point (beginning with the input data), 
switching to a subsequent representation at an advanced level with the help of multiple hidden 
layers, a somewhat abstract level. Deep learning takes things a step further by imitating the layered 
or “deep” structure of the human brain, called an artificial neural network (Figure 2.3(a)). It 
emulates this layered structure by creating a similar artificial neural network with the potential to 
be even more powerful than state-of-the-art machine-learning software (Figure 2.3(b)). 

Deep-learning algorithms exhibited wonderful performance in the early detection, diagnosis, and 
precautionary measures in biomedical healthcare through hidden layers, as explained in Figure 2.3. 
Moreover, it has exceptionally good potential in other related technologies, such as speech 
recognition, natural language-processing tasks, and computer vision. As per the implementation of 
deep learning in various areas and the quick advances of methodological enhancements, AI models, 
especially subset deep-learning algorithms with framework, present an energizing new open door for 
medical healthcare worldwide [7–10]. 

The most recent innovations in artificial intelligence technologies offer successful models to 
obtain supervised, reinforcement, semi-supervised, or unsupervised learning models from such 
complex data. For the medical research industry, this kind of active learning is important. That is 
because computers can learn to improve the quality and accuracy of diagnoses from new medical 
research and past performance data. By incorporating more advanced data processing into research 
efforts and removing the need for a human expert with years of training, deep learning would 
change the medical research field. This cutting-edge technology is also expected to reduce the time 
it takes for a diagnosis to be made. Instead of moving from doctor to specialist for several months 
or longer, patients would quickly work with their physician to type their symptoms and test results 
into a device [4]. The deep-learning program uses data from millions of other patients to make 
appropriate assessments months or years before a doctor could. This helps to reduce patient anxiety 
and improve early therapy health outcomes. Deep-learning techniques are being applied to human 
services, especially in the healthcare sector, and are now coordinated or some modules are in 
progress. For instance, Google DeepMind has declared blueprints to employ its research team and 
expertise in the health sector. and Enlitic business is also developing new deep-learning models to 
point health issues from X-rays as well as computed tomography scans. Yet, deep-learning 
methodologies have not been broadly examined practically in diverse health applications that 
might gain from its facilities [6–10]. Hence, various characteristics of representation learning (deep 

FIGURE 2.3 Deep-learning steps for the classification process.    
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learning) frameworks can be beneficial in the medical field because of its exceptional performance, 
overall learning structure along with unified feature learning, the ability to manage complicated 
data, and on and on. To quicken the endeavors, the AI technology subset, i.e. deep learning, have to 
tackle numerous challenges concerning the in-depth characteristics such as noisy, heterogeneous, 
sparse, and time dependency of raw data for enhanced techniques and frameworks that permit 
artificial intelligence subfields such as deep learning to help in healthcare data workflows, along 
with medical decision support systems. Newly upcoming methods, such as the deep belief net-
work, rectified linear unit, recurrent neural network, RBM, and deep residual learning, mitigate 
problems like the disappearing gradient; hence, it is possible to train deeper models with much 
more ability and thus transform the deep learning technology in medical imaging to next level. 
Nonetheless, some remaining issues continue to be resolved, for example, data format inconsis-
tencies and the lack of reliable training data [11,12]. 

2.3 AI HEALTHCARE IN INDIA 

Indian countries that use AI in healthcare also become part of a growing list. New start-ups and 
major core companies occur through AI adoption in India with practical solutions for healthcare 
problems in the region. These include resolving the unequal relationship between trained physi-
cians and patients and enhancing their performance at work, delivering customized healthcare and 
first-class healthcare in far-flung areas, and educating physicians and nursing staff in clinical 
practices. Industries provide a variety of solutions, including medical diagnostic automation, 
digital processing of medical tests, advanced disease detection with screening, and real-time 
monitoring equipment using automated software [13]. A common problem in the implementation 
of these solutions has been setting up the electronic hygiene standards established by India’s health 
department for detailed, accurate, interoperable, and clean data. Specific challenges include access 
to and acceptance by clinicians of the online medical data. A CIS India report published in 2018 
estimates that AI will allow the Indian economy to add US$ 957 billion by 2035. Microsoft, 
together with Apollo and other hospitals, has taken a major effort to increase its usage to explore 
the diverse uses of AI in the healthcare sector. Microsoft has announced that it will create an AI- 
centric cardiology network in collaboration with Apollo hospitals. In the analysis of cardiovascular 
risks in patients, the organization will use AI models and assist doctors with tailored treatments. 
Siemens researchers and its engineers’ team have developed an AI system to create a digital double 
heart, which imitates real cardiac cell electrical and physical characteristics, which allow surgeons 
to perform simulations of the patient before surgery. Philips offers AI-based cardiac frameworks 
that help doctors to diagnose conditions automatically using these models, to support surgeons for 
their next step treatments or further processes. Google has designed a suite of AI-based frame-
works that include deep-learning algorithms for the analysis of medical images to diagnose eye 
disease. Max Healthcare, one of Northern Indian’s largest hospital chains, uses AI for critical-care 
monitoring [13,14]. 

2.3.1 GOVERNMENT INITIATIVES 

AI integration in India’s healthcare has been considered an important technology to improve the 
efficiency, quality, costs, and scope of healthcare. In India, helping AI has the greatest growth 
potential, whereas innovations that can replace doctors have the least chance of success; one 
explanation is a medical institution’s conflict of interest. Many AI health programs concentrate on 
escalating healthcare services to poor populations that lack the necessary infrastructure or adequate 
primary doctors. Therefore, the use of AI technology in healthcare appears to be addressing 
the subject of monetary difference in India instead of increasing present gaps [8–13]. NITI Aayog 
focuses on early diagnosis and identification, based on AI models of diabetic retinopathy and 
cardiac risk. These interventions would, in the long term, benefit patients in the early stages of 
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preventive treatment rather than reactive healthcare, reducing healthcare costs and increasing 
recovery chances. NITI Aayog and Google join forces to collaborate on several plans to develop 
India’s AI-enabled clinical care system. The collaboration between Google and NITI Aayog will 
develop major educational initiatives, fund start-ups, and promote AI work through Ph.D. grants, 
which will contribute to the broader concept of the latest state-of-the-art technology in India. 
Google will organize hands-on workshops and development programs through NITI Aayog to raise 
awareness among policymakers and government technical experts of specific AI technologies and 
how they can be used for streamlining governance. A nationwide platform for innovation in cross- 
border technologies, including clinical practices using AI, has been funded by NITI Aayog [14]. 
As part of this mandate, NITI Aayog, together with its national data and analysis platform, has 
established India’s national AI strategy for the large implementation and use of AI. India is cur-
rently witnessing major health developments, a growing prevalence, for example, of non- 
communicable diseases and marked demographic changes. For most families, it is incredibly 
difficult to manage out-of-pocket costs. To simplify medical information and promote efficient 
execution, the National Help Stack (NHS) provides comprehensive central health records to all 
citizens in the country. The new NHS is a challenging strategy that aims to use the latest tech-
nology to create a unified citizen health identity–while navigating services at various levels. The 
Ministry of Health is also establishing a National Digital Health Authority, a statutory authority 
that establishes interoperability frameworks, regulations, guidelines, and digital information ex-
changes. It would also entail cooperation if the government plans to use AI and mechanical 
technology for healthcare workers in hospitals or community settings. State governments fund AI 
start-ups as well. The Karnataka government, for example, mobilizes Rs 2000 core to fund them by 
2020. Karnataka also has a start-up strategy and a fund that can support AI start-ups. Karnataka 
Information Technology Venturing Capital Fund. Besides, an MoU with the government of 
Telangana to establish a data science & artificial intelligence center of excellence was signed in 
Feb 2018 by the National Association of Software & Services Companies (NASSCOM). The 
government also partners with other nations on AI technology to boost the healthcare sector [15]. 
In April 2018, Theresa had addressed strategic partnerships and increasing convergence in regional 
and international matters underneath the UTP collaboration. All sides will strengthen collaboration 
on future technology to solve global challenges; realize AI‘s potential, the digital economy, health 
innovation, and cybersecurity; and foster sustainable growth, clever urban development, and 
economic mobility while improving our young people’s future skills and abilities. As a portion of 
the rising joint technology partnership in India, the Indian government applauded the initiative of 
the UK to set up the UK-India tech center in India [13,14]. 

2.3.2 THE STARTUPS IN INDIA 

The technology hub will bring high-tech companies together to build investments and exports, as 
well as offer a new forum for exchanging the best technologies and advancing policy collaboration, 
advanced development, and health AIs under India’s district ambition program. A host of start-ups 
have taken onboard technologies like AI-enabled healthcare, mHealth, telemedicine, patient data 
management, and remote diagnostics, which have developed in the health industry in India. 
Companies are providing technology-based services in the Indian public health sector for positive 
changes. The government’s policy to promote start-ups has further reinforced this service growth. 
The Indian health sector has seen an explosion of innovation in AI application. Such companies are 
providing customer service from cancer detections to the search for a new healthcare provider, 
although its implementation tends to slowly be gaining momentum in rural towns, primarily in 
urban areas. Tricog Health, a start-up targeted for its cloud-based cardiac-monitoring software by 
the GE healthcare accelerator program. Tricog provides access to heart care in 340 cities in 
23 countries, as well as in some of India’s most remote areas. The company’s app gathers clinical 
data along with ECGs from field devices and applies the best deep-learning algorithms in real-time 
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and diagnoses the diseases. A second company, Aindra Systems from Bengaluru, uses AI as 
its second most common cancer in Indian women ages 15 to 60 to cope with cervical cancer. The 
AI-enabled software solution of Aindra can observe cervical cancer in the initial phases and es-
calate the probability of life [11–14]. This firm improves the effectiveness of cervical cancer 
research pathologists, who usually need to analyze each sample and mark the case manually, with a 
high probability of cancer getting further analysis by an oncologist. HealthifyMe focuses on 
lifestyles, such as obesity, high blood pressure, and diabetes. HealthifyMe brings the best elite 
fitness experience in the world with its AI-enabled wellness coach Ria. The healthcare AI revo-
lution is just starting, and the future players’ list is never-ending. Early breast cancer screening is 
underway at Niramai. Ten3 T provides RDM services through algorithms to sense irregularities 
and warn the doctor about the patient’s condition. Advancells offers stem cell therapy that has 
great potential for an organ transplant, also known as regenerative medicine. Doctors and 
healthcare professionals may help patients who are unable to access hospitals with remote diag-
nostics and monitoring devices. SigTuple decreases pathologist pressure with smart automated 
blood sample analysis. AI diagnoses start-up SigTuple. The Supercraft 3D printing company is 
designing and developing imagining tools based on artificial intelligence that allows physicians, 
nursing staff, and medical researchers to gain a deeper understanding of human structure. In the 
end, AI can become a force that improves precautionary healthcare for all rather than only those in 
urban or wealthy societies. In other words, simpler algae only must have a larger training dataset, 
as AI experts frequently claim. This produces accurate, useful results for payers as well as pro-
viders. With a population in the billions, a country like India can deliver a massive amount of 
health data to solve global health problems [13,14]. 

Furthermore, we review the opportunities, applications, and challenges related to these artificial 
intelligence techniques, while implementing in precision diagnosis, early detection, treatment, 
medicine, and next-generation healthcare in India. 

2.4 BACKGROUND AND RELATED WORK 

Extensive worldwide research is moving toward the implementation of artificial intelligence in the 
healthcare sector. We will review the existing literature on the subject to get preliminary 
knowledge and the scope of investigations. A detailed literature survey is conducted in the domain 
of healthcare technologies using artificial intelligence, and their applications. Some research gaps 
have been identified based on the literature review. In the paper, numerous machine-learning and 
deep-learning algorithms are studied in-depth for improving effective decision support systems for 
healthcare applications. AI algorithms are applied to find different patterns from medical data sets 
and deliver an outstanding capability to guide patients and to predict most of the diseases. The use 
of this technology is predominant and is used in numerous medical applications. In this section, we 
have reviewed the leading contemporary literature of deep-learning models for medical imaging. 
More than 50 articles published were reviewed to explore applications of artificial intelligence, 
traditional machine learning, and deep learning in medical diagnosis. Table 2.1 encapsulates all the 
research papers stated in the literature survey, in specific emphasizing the diseases addressed, 
algorithms/models used, and the data source incorporated. The intense architectures employed in 
the healthcare domain have been mainly centered on neural network algorithms such as con-
volutional neural networks (CNNs), Restricted Boltzmann Machines (RBMs), recurrent neural 
networks (RNNs), and Autoencoders (AEs). The algorithms and techniques, and the key concepts 
behind their models, are demonstrated in Table 2.2. There are two main approaches when it comes 
to the application of medical diagnoses. A first approach is to identify the outcome by linking data 
to specific results (diagnostic results). The second approach is the detection and diagnosis of 
tumors or other diseases using physiological data. Deep learning applies to medical diagnosis in 
various ways. Table 2.1 presents brief analyses of individual research papers in the fields of deep 
learning and medical diagnosis. 
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2.4.1 MEDICAL IMAGING 

For decades, ML algorithms have been used in medical-imaging equipment, beginning with ap-
proaches to evaluate or assist in taking radiographic pictures in the 1970s. In the mid-1980s, 
computer-aided diagnosis systems began to create automotive healthcare progress, leading with 
severe cancer identification and treatment, algorithms for chest X-rays, mammograms, and then 
widening to more advanced methods like scan, ultrasound, and other computed tomography (CT) 
methods. The CAD algorithms used a data-driven approach predominantly in the early days, as 
most deep-learning algorithms do today [15]. According to a new report by Signify Research, the 
healthcare market for artificial intelligence in medical imaging is prepared for robust growth and is 
expected to reach more than $2 billion by the end of 2023. The report states that AI will change the 
medical imaging industry, concerning increased productivity, enhanced diagnosis precision, 
additional personalized medication scheduling, and, eventually, better clinical results. AI will 
perform a crucial part in radiology to manage the continuously growing number of diagnostic- 
imaging procedures, even though shortages of a persistent radiologist in most of the countries [35]. 
Signify Research said the implementation of deep-learning technology and inexpensive cloud 
computing, graphics processing units, and storage is faster than ever before. This not only leads to 

TABLE 2.2 
Extensive Study of Artificial Neural Networks that form the Future Deep Learning Designs 
that Employed in the Latest Medical Diagnosis    

Architecture Description  

CNN CNN is a kind of deep-learning model for data processing that has images motivated by animal visual 
cortex organization. It depends upon the local contacts along with attached weights throughout the 
stable units pursued by feature sharing (sampling) to achieve unvarying descriptors for translation. It is 
programmed to learn function hierarchies, from low- to high-level patterns, automatically and 
adaptively. CNN is composed of a mathematical construct consisting of 3 types of layers such as 
convolution layer, pooling layer, and completely interconnected layers [ 45]. The feature extraction task 
was carried out by both layers such as convolution and pooling layers, whereas a completely 
interconnected layer carried out the classification task by mapping the extracted features for concluding 
output. The convolution layer performs a crucial part in CNN, comprises a stack of operations 
including convolution and specialized linear mathematical operation [ 55]. 

RBM It is a two-layer neural network that makes up a whole deep-belief network. It comprises of the input or 
visible layer followed by the second layer or hidden layer. Node pairs from each of the two groups may 
have a symmetrical relation between them but within a group, there are no contacts between nodes. 
This constraint creates these algorithms more influential than the conventional Boltzmann machines, 
which enables links between the hidden layers. RBMs were effective in reduced dimensionality and 
joint filtering. Therefore, deep-learning systems built using stacking RBMs to form the Deep Belief 
Networks [ 50]. 

AE AE is an unsupervised learning algorithm that uses the backpropagation method, where the target values 
equivalent to the inputs. i.e. y(i)=x(i). Autoencoders are comprised of a digital decoder that converts all 
the input into a hidden representation, and again the decoder reconstructs that representation’s inputs 
[ 34, 43, 51]. These are prepared to reduce reconstruction errors. To minimize dimensionality an auto- 
encoder uses a neural network. This is beneficial to reduce the size of the set function before it is 
transferred through another neural network [ 54]. 

RNN RNN is a sort of neural network in which the prior phase output is given as feedback to input in the 
present step. The crucial role is the hidden state that retains information about every sequence. It is 
employed in dropping the complexity of growing parameters and for storing data streams [ 40]. 
Therefore, these alternates are effective in apprehending extensive tenure needs, which lead to an 
outstanding outcome in natural language processing (NLP) based applications [ 46].    
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increasing the availability of the product from a wider choice of vendors but with added func-
tionalities. Gradually, AI-based tools become more precise and sophisticated. For predicting 
Alzheimer’s disease and its variations, the primary application of medical imaging using deep 
learning is spitting image processing for brain MRI scans analysis [51,54]. CNNs have been 
employed in other medical fields to indicate a categorized description of knee MRI scans and along 
with cartilage segmentation for prediction of the threat of severe osteoarthritis problems [53]. Deep 
learning was also applied in the multi-channel 3D MRI segment of multiple sclerosis lesions and 
ultrasonic visual differential treatment of benign and malignant breast nodules [54,55]. More 
recently, Gulshan and research team [48] used CNNs in retinal fundus images to recognize diabetic 
retinopathy, achieving a high sensitivity as compared to certified annotations by ophthalmologists. 
CNN’s algorithms have performed as good as certified dermatologists, in the classification of 
biopsy-verified medical photos of various forms based on skin cancers [49]. 

2.5 METHODOLOGY 

The study would focus on these three aspects of artificial intelligence applicability in healthcare and 
bring out the technologies being developed by academic institutions and R&D labs. The outcome of 
the study would be useful for various R&D labs, industrial organizations including startups, that can 
adapt and build upon the identified technologies and roll out to the Indian populace. This would also 
eliminate the unnecessary cycle of reinventing the technology, and with a transfer of technology, the 
technologies could be adopted by industries/ SMEs/start-ups and made commercial. 

This study project aims to provide a platform where researchers, start-ups, and doctors can 
discuss technologies designed using AI for improving healthcare services in the Indian context. 
C-DAC has also shared its findings understudy project with many start-ups, academics, medical 
practitioners, and thinkers to validate the study. This study aims to summarize what has been 
achieved so far in AI healthcare, identify challenges, use researcher tactics to tackle the present 
challenges, and recognize some of the promising applications and innovations for the future 
healthcare in India. Based on the recent examined review in healthcare, the report suggests that 
deep-learning (DL) methods can be the platform for transforming immense health data into better 
human health. The DL algorithms ranging from convolution neural networks (CNN), radial basis 
function (RBF) to variable auto-encoders have applied in countless applications in the field of 
medical image analysis in recent medical research in detection, evaluation, facilitation, treatment, 
and prediction of various critical diseases. 

2.6 ISSUES AND CHALLENGES IN INDIAN HEALTHCARE SECTOR 

The health condition of the people in India has greatly improved after Independence. Nevertheless, 
the condition is less than in the case of the WHO report. Among 191 countries in the world, it 
placed India in 112th place. 

While the economy is rising rapidly, India spends little on its healthcare needs. Nevertheless, over 
the period, India’s total public-health investment has decreased; India spends only around 1% of its 
GDP on public health. Experts think that India needs to invest a significant amount of money to meet 
appropriate global rates of child and mother mortality. The government can raise resources in various 
ways from subsidies to welfare budgets optimization, especially by working closely with state 
governments. The government, as per the 2002 National Health Policy. The health sector contri-
bution constitutes just 0.9% of GDP. It is not enough. Public health spending is 17.3 percent of the 
overall health expenditure in India, while 24.9 percent in China, and 45.4 and 44.1 in Sri Lanka and 
the USA, respectively. This is the key explanation for the country’s low health standards. In the 
health sector, India also spends approximately 1.2% of its GDP, considerably less than some of 
the world’s poorest countries. There are not enough facilities, appropriate management, committed 
personnel, and many other things required to ensure fair and effective healthcare. The density of 
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physicians per 1000 people of various countries is not sufficient. The report illustrates that India ranks 
the worst compared to other countries in terms of medical personnel [14]. 

2.7 CHALLENGES OF AI IN HEALTHCARE 

It is challenging to secure private data of patients and timely practical validation of AI research 
based on machine-learning and deep-learning algorithms by medical practitioners at clinics.  
Figure 2.4 shows the key challenges for integrating AI technology into healthcare, including those 
intrinsic to deep-learning and machine-learning technology, technical implementation difficulties, 
and recognition of the hurdles to adoption, along with the requisite sociocultural or pathway 
changes. Acquiring knowledge and perceptions from complicated, highly feature and diverse 
medical datasets continues a major task in transforming healthcare using artificial intelligence in 
the Indian context. Although existing studies involved very large numbers of patients with com-
prehensive benchmarking against expert results, most studies were retrospective, indicating that 
traditionally branded data were used to train and evaluate algorithms. We will only begin to 
understand the true usefulness of AI systems through prospective studies, as performance is likely 
to be worse when meeting real-world data that vary from that encountered during algorithm 
training. The limited number of prospective studies to date contains gradations of diabetic reti-
nopathy. Detection of metastases of the breast cancer in sentinel lymph node biopsies, detection of 
wrist fractures, detection of colonic polyps and detection of congenital cataracts. By using 
wearables, consumer technology allows for huge prospective studies concerning historical stan-
dards. Given the promising outcomes achieved after applying deep-learning patterns, the medical 
application of new deep-learning algorithms to medical care remains faced with several 
unanswered challenges. Once AI is included in their program, a common mistake health profes-
sionals make often focuses on the benefits while ignoring the risk posed by the same system. There 
can be various potential drawbacks of relying only on computers rather than on humans. Therefore, 
full knowledge of any AI system that a healthcare platform intends to use is necessary. 

FIGURE 2.4 Challenges for AI implementation in healthcare.    
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AI itself has a long way to go before it can be integrated into any medical system without 
hesitation. Here are some of the obstacles for healthcare professionals in the AI industry and some 
things that can go wrong when health professionals rely only on AI instead of seeking ways to 
overcome the obstacles. This also helps in bridging the gap for developing an effective AI-based 
decision support mechanism for specific medical applications for healthcare in the Indian context. 
In particular, the following key challenges in Indian context are highlighted. 

Government policies in healthcare: The firm’s long-term business activities and traditions 
cannot be streamlined only by depending on an AI algorithm. Organizations need to consider strict 
and always changing government regulations. The data scientists are trained with the latest 
technologies because of the large volume of data available is primarily unstructured. This leads to a 
high demand in the healthcare sector for them. 

Defective diagnosis: AI is based on a variety of data gathered from millions of patients who 
suffer from similar conditions to ensure the correct diagnosis for any specific disease. In addition, 
the data of patients belonging to a specific group should be appropriate for a fair comparison in AI 
databases. If patients with a particular background don’t have sufficient data, AI will then make an 
inaccurate diagnosis and doctors will be mistaken to do this if they aren’t sufficiently experienced 
to see it as being wrong. 

Absence of compassion: AI-based computers lack compassion and an understanding of human 
existence and living circumstances. They often have economic and social implications after pa-
tients have been diagnosed. For example, an AI algorithm may indicate poor social support and 
recommend a nursing facility for patients from a community with low revenues. Because it is more 
expensive than home treatment, it may prevent the patient from continuing. Only a doctor will 
evaluate the family and home environment of patients to decide what kind of treatment plan they 
can afford, and which is most appropriate for their particular needs. Quartz, therefore, suggests that 
creators of AI apps get better textbooks to research the world, and everyone in it, without class, 
ethnic, or gender differences if they want AI to replace doctors. 

Infringement of data privacy: Although important in all industries, privacy is usually particu-
larly strongly enforced when it comes to medical data. The patient’s data is usually not allowed to 
be disclosed, and hospitals and research institutions are vigilant about cloud platforms and servers. 
The start-up companies are unable to develop AI-based medical products due to difficulty in 
accessing patient personal data. Patients need to take care of data privacy and malfunctioning 
aspects while working with the AI systems. All patient information has been processed conve-
niently by AI applications. It covers everything from previous conditions, personal data, and blood 
test medical reports, etc. Although a person can ensure confidentiality for doctors and patients, 
machines do not make such promises. The loss of these data may result in a malfunction due to 
algorithmic bias or failure to maintain the program. Or even worse, the wrong people could use this 
information easily; that can occur if the network is not secured properly against hackers. Artificial 
intelligence developments pose a threat to health data, and therefore, appropriate steps must be 
established and taken to safeguard any AI machines in the medical sector. 

Data quality and volume: Designing frameworks presently require huge data, and thus, the 
cutting-edge industry is a huge information environment. In any case, mechanical information, as a 
rule, is organized but may be of poor quality. The quality of the information may be poor and not at 
all like other consumer-faced applications; information from mechanical frameworks often 
have clear physical implications, which makes it harder to compensate for the quality with 
volume. Information collected for preparing machine-learning models, as a rule, is missing a 
comprehensive set of working conditions and well-being states/fault modes, which may cause 
untrue positives and untrue negatives in online usage of AI frameworks. Therefore, we cannot find 
the patients as required to teach a complete model of a machine or deep learning. Moreover, 
knowledge of diseases and their unpredictability is far more complex than other relevant tasks. 
Therefore, from a large data perspective, the amount of medical information necessary to train an 
accurate and reliable learning model would be considerably higher compared to other media. 
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Healthcare data are extremely unclear, chaotic, incomplete, and heterogeneous, unlike other en-
vironments in which information is smooth and well structured. It is challenging to form a decent 
learning model of diverse data sets to get rid of several problems, such as data sparseness, 
redundancy or lost values. 

Domain complexity: Biomedicine and healthcare issues are more complex than in other fields 
(for example, image as well as speech analysis). The diseases are heterogeneously, and their causes 
and progress in most diseases are not yet fully known. Consequently, the sum of patients generally 
is constrained in a practical medical field, and we cannot apply to most of the patients as we would 
like too. 

Incorporating expert knowledge: To healthcare problems, proven knowledge of medical 
problems is important. Because of the small amount and the various quality issues of medical data, 
expert expertise must be implemented for AI-based systems to monitor it in the appropriate path. 

Temporal modeling: All healthcare problems have a time factor. Especially in the case of EHRs 
along with monitoring equipment. Therefore, time-vulnerable deep-learning model training is 
essential for awareness and timely clinical support for patients. 

Feature enrichment: Due to the limited amount of data for patients suffering from specific 
diseases in the world, the challenge is to collect as many characteristics as feasible to identify and 
discover new aspects of treating every patient collectively. 

Transparency: A physician must be able to understand why an algorithm has been approved for a 
certain treatment. This means the methods for prediction explaining are more intuitive and clearer. 
There is often a deal between projecting accuracy and transparency, particularly with the newest 
group of AI techniques embedded with artificial neural networks, which makes this problem even 
more crucial. 

Sociocultural: Doctors, physicians or medical practitioners give treatments based upon their 
knowledge, experience, insight and problem-solving skills. It can be difficult for doctors to get 
suggestions from an AI-enabled automated system. Specific aspects likely to be assimilated into 
the medical programs to ensure that emerging technology is not seen as a threat to the medical 
doctor, but as medical assistance and updated knowledge for them. Indeed, if emerging technol-
ogies like AI are incorporated in such a manner that they empower doctors to treat more signif-
icantly and allows more people than to replace them. 

Problem of infrastructure: In the last five to seven years, the latest deep-learning models have 
been used against traditional deep neural networks. However, the devices and infrastructure es-
sential to support these algorithms are not accessible. Moreover, a small number of individuals 
acquire the required technical knowledge needed to deal with problems in data and software 
technology. AI solutions are often confronted with problems, particularly in medicine, with small 
amounts of data and variable data quality. Predictive models must be retrained as new information 
is provided so that improvements in data collection processes and other problems in the real world 
are closely monitored that can lead to a drift in data distribution over time. 

All these problems present many opportunities for developing the sector and future research 
possibilities. Hence, we come across the resulting instructions with all of them in mind, en-
couraging the prospect of deep learning in medical care [59,60]. 

2.8 APPLICATIONS OF AI 

AI plays a major role in various disciplines such as finance, marketing, banking, cybersecurity, and 
healthcare. There are important key points of AI-enabled healthcare applications such as: 

Making healthcare accessible: In poor healthcare infrastructure nations, retrieving healthcare 
facilities is merely difficult, particularly for those residing in isolated areas. The integration of 
recent AI systems with healthcare in these isolated areas to establish an automated AI-enabled 
healthcare infrastructure in these rural areas. This provides a way to help patients understand their 
symptoms and find appropriate medications rather than full-service care. Health guidance for 
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underdeveloped populations is provided with applications such as Ada. Such solutions are easily 
accessible in the local languages of the areas where they are introduced (Figure 2.5). 

Predicting diseases: Deep-learning algorithms of AI technology are capable of storing all 
records of people in one site and gaining access to this data for a more precise diagnosis of future 
illnesses in patients with current symptoms. Applications using algorithms predicted these diseases 
and have millions of the prior diagnoses stored; patients may consult these AI applications without 
taking any second opinion from any physician. However, AI can predict a person’s health prob-
lems in the future by integrating and analyzing data from various sources. An application such as 
Verily by Google is predicting non-communicable diseases such as hereditary genetic illnesses, 
cancer, and heart attacks. The goal is to allow doctors to predict any potential problems so that they 
can establish plans for care to avoid or treat them promptly. Another method AI can assist with is 
diagnosis by detecting biomarkers. Biomarkers are unique particles that appear in biological fluids 
that can detect the existence of a specific illness in an individual’s body. Emerging technology such 
as AI will automate manual work, saving a lot of time and energy in diagnosing a disease. These 
deep-learning algorithms can competently categorize molecules to recognize a specific state; they 
are also more cost-effective; if clinicians practice AI aid for diagnostic diseases, persons won’t 
have to undertake costly laboratory tests. 

Assisting in surgery: AI is now employed in surgical procedures as artificial intelligence-based 
applications have demonstrated to be exceptional support for the surgeons in the surgery. Robot 
surgery has currently opened the path for effective treatment of uncommon disorders in the 
healthcare industry. Complicated surgical procedures can now be conducted with accuracy, min-
imum side effects, and decreased pain along with a faster recovery. In addition to these, AI now has 
details for surgeons on existing patients under care in real-time. This includes scans showing 
the brain’s different portions and MRI scans needed to assist in surgery. This is a security and relief 
for the subjects under anesthesia. 

FIGURE 2.5 Healthcare accessible through AI technologies to patient.    
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2.9 OPPORTUNITIES IN AI HEALTHCARE 

India is one of the world’s countries with the most scope to improve life-based advanced, safe, and 
scalable healthcare technologies due to its massive disparity in the delivery of healthcare, a strong 
shortage of qualified medical practitioners and facilities, and low government expenditures for 
healthcare. Nonetheless, it is still difficult to name more than a few digital technology deployment 
examples in the nation of one billion people, many of them now fitted with internet access and 
smartphones that have greatly influenced or commonly used health outcomes. This article discusses 
a variety of success stories and highlights some troubling developments surrounding artificial 
intelligence (AR) and Indian healthcare, as well as difficulties preventing smaller initiatives. Some of 
the opportunities in AI in Healthcare are shown in Figure 2.6. 

2.9.1 MEDICAL IMAGING 

The interpretation and comprehension of medical imaging are some of the biggest challenges for 
medical specialists. This is incredibly important because medical imaging, together with symptoms 
and blood tests, is a vital element for developing a medical diagnosis. For example, when viewing 
MRIs and CT scans, oncologists continue to strive to distinguish cancerous cells and noncancerous 
cells. They look unbelievably alike, and a misread picture with a corresponding somber overvivid 
rate can cause a late diagnosis. This is one reason why cell biopsies are still so relevant in this area. 
Medical research firms, however, change this model by machine learning. They teach these 
machine models on how to accurately read medical imaging by exposing machine-learning soft-
ware to millions of stored images and the corresponding disease diagnosis. IBM Watson is a leader 
in the field of artificial intelligence education in the medical picture. The machine-learning soft-
ware of the technology company is superior to many rivals because of the enormous amount of 
IBM data. The company has been buying medical companies like Merge over the last decade. As a 
result, more than 315 health data points are available today. Expect IBM in the next five years to 
obtain FDA approval for its AI technology. IBM public announcements indicate that the company 
expects permission to do more than basic medical imaging with deep-learning technology. 

FIGURE 2.6 Opportunities in AI in healthcare.    
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2.9.2 PHARMACEUTICAL DISCOVERY 

In deep learning, the pharmaceutical industry quickly becomes a leader. Major firms such as Amgen, 
AstraZeneca, Bayer, Eli Lilly, and others are expanding their internal research teams to increase 
the efficiency of their process of discovery. These organizations have a massive amount of data, 
including research information and patient outcomes to do research and development on deep- 
learning technology. The vast amount of information is important to the development of accurate 
predictions, the major reason for investing so much in deep learning by the pharmaceutical industry. 
A good example of this is the Benevolent AI. The company created a collection of custom algorithms 
to find clues about potential new medicines in current and past medical research. Different classes of 
drugs can be useful in the treatment of undesirable diseases by using software data. In particular, in 
comparison, organizations such as Sophia Genetics use deep learning, to inform patients about their 
hereditary disease vulnerability, using specific genetic markers linked to cancer, heart disease, dia-
betes, and more. 

2.9.3 DISEASE IDENTIFICATION 

Disease detection is one of the most important areas of machine and deep-learning science. Research 
showed that at least 5% of medical diagnoses were wrong in any given year. This has an annual effect 
of 12 million people, resulting in between 40,000 and 80,000 deaths. Deep knowledge and AI are 
used by medical research organizations to improve the accuracy of disease detection. A good ex-
ample of the value of deep learning is the medical company’s equity. To improve patient outcomes 
and disease identification, the company uses deep neural networks. It used its advanced AI tech-
nology recently to improve various diagnoses of sclerosis. This started by gathering millions of data 
points from insurance claims for multiple sclerosis in the state of New York. The comprehensive 
learning program finally was able to reliably “at least 8 months” identify the disease before doctors 
could carry out the test using standard medical technology. The deep-learning process is dedicated by 
helping medical professionals to treat diseases in advance of irreversible damage and to improve their 
longevity and quality of life. 

2.9.4 AI-ENABLED SURGERY 

AI is now employed in the surgical procedure as artificial intelligence-based applications have 
demonstrated to be exceptional support for the surgeons in the surgery. Robot surgery has currently 
opened the path for effective treatment of uncommon disorders in the healthcare industry. 
Complicated surgical procedures can now be conducted with accuracy, with minimum side effects, 
decreased pain, and a faster recovery. In addition to this, AI now has details for surgeons on 
existing patients under care in real-time. This includes scans showing the breakdown of the brain in 
its different portions and MRI scans that are needed to assist in the surgery. This is a security and 
relief for the subject while handing themselves to the doctors in anesthesia. 

2.9.5 DISEASES PREDICTION 

Deep-learning algorithms of AI technology are capable of storing all records of people in one site 
and gaining access to this data for a more precise diagnosis of future illnesses in patients with 
current symptoms. Prediction applications using algorithms have diagnosed and stored millions of 
results, with patients consulting these AI applications without taking second opinion from any 
physician. However, AI can predict a person’s health problems in the future by integrating and 
analyzing data from various sources. An application such as Verily by Google is predicting non- 
communicable diseases, such as hereditary genetic illnesses, cancer, and heart attacks. The goal is 
to allow doctors to predict any potential problems so that they can establish care plans to avoid or 
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treat them promptly. Another method AI can assist with is diagnosing by detecting biomarkers. 
Biomarkers are unique particles that appear in biological fluids that can detect the existence of a 
specific illness in an individual’s body. The emerging technology such as AI will automate the 
manual work, saving a lot of time and energy in diagnosing a disease. These deep-learning al-
gorithms can competently categorize molecules to recognize a specific state; they are also more 
cost-effective; if clinicians practice AI aid for diagnostic diseases, persons won’t have to undertake 
costly laboratory tests [13,14]. 

2.10 STUDY FINDINGS 

The major findings include deep-learning algorithms of AI technologies used in medical imaging, 
disease prediction, detection, and supervision for medical experts such as doctors and nurses, 
pharmaceutical discovery, and less invasive diagnostics. Numerous journals have been reviewed in 
the medical imaging for better findings in AI healthcare and the benefit of society. Internet of 
things of AI technology used in remote-monitoring solutions and digital platform integrations. 
Robotics is another field of AI technology used in remote-assisted surgery and ancillary services. 
Machine-learning is another artificial intelligence technology used in teleconsultation application, 
patient mobile interface, disease-detection prediction, and treatment. Software languages such 
as Java, php are used in healthcare for designing teleconsultation applications. C-DAC, Mohali has 
designed the teleconsultation application name esanjeevani to serve the nation during the COVID- 
19 pandemic in India. Most of the states have been utilizing the healthcare technologies for the 
benefits of patients and doctors in the pandemic situation currently. The study also identified list 
start-ups, academic institutes, government organizations such as IITs/IISC funded by various 
ministries working in the field of AI in healthcare. The study has also included case studies of AI- 
based technologies in healthcare. AI algorithm testing and validation methods are developed to 
assess algorithm output under conditions that vary from the training set. The development of AI 
systems can boost the efficiency of modern mobile surveillance tools and applications; build data 
infrastructure to collect and incorporate smart device-generated data to support AI applications; 
and identify and build methods for addressing critical health data gaps. Developing protocols and 
IT infrastructure to collect and incorporate different data. More significant steps need to implement 
such as a robust open data policy, comprehensive privacy policy, government funding on the 
healthcare sector, increased investment in R&D in AI, robust national infrastructure, providing 
staff with the necessary skills to implement AIs and be prepared for the changes that AI may bring. 
A regulatory framework ensuring transparency and accountability are some of the actions nec-
essary to set up a functioning health environment for AI in India. 

2.11 PRESENT AND FUTURE SCOPE 

The article presented the latest literature survey on applying AI technologies, along with other 
allied fields to improve the healthcare domain in the Indian context. It will not be easy for AI to 
take control of the health sector and completely replace doctors. Next, we will find ways to address 
the above problems and solve them. Ultimately, we need to find ways to educate people and 
convince them of the different benefits that AI can offer in the healthcare industry to make them 
feel as safe as with doctors only. Consumers should be educated about not only AI; they should 
also be informed of the use of algorithms by healthcare professionals. They can only be convinced 
to use them in their facilities if they can trust these algorithms. Only a great number of clinical 
validations can build this trust, which can only be obtained through extensive studies and research 
on the ground. There is no question we still have a very long way to go before the healthcare sector 
can take on AI because in smaller facilities and developing countries, it still needs to prove value. 
This can not be denied, but there is a competitive advantage to those who have incorporated AI into 
their facility. However, AI makes it easier for doctors, not to completely replace them, even in such 
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cases, we must bear in mind that AI is highly dependent on algorithms of machine learning; only a 
human, a specialist physician, can see a patient holistically and consider several other factors 
before creating a treatment plan. In fact, as Eliezer Yudkowsky, co-founder of the Institute for 
Machine Intelligence, warns: “The biggest risk of artificial intelligence is by far that people find it 
too early to understand.” Professionals must have a clear understanding of the system they use and 
know how to protect it. Therefore, though AI has no doubt several advantages for the healthcare 
industry, HitConsultant argues that AI should help rather than replace healthcare professionals. 

2.12 CONCLUSION 

The studies demonstrate that emerging deep learning and its advanced algorithms in medical 
diagnosis are far superior to AI-enabled solutions in the healthcare field and various medical 
applications. India is currently in a unique position to push national and foreign companies in the 
field of AI and healthcare. Artificial intelligence is where it will reshape the healthcare industry in 
India. Nevertheless, AI-driven applications have many challenges: an efficient legal structure for 
privacy and data integrity is required, and we must address issues of cultural recognition, informed 
consent, and liability. The most important role played will be patients’ data, which assists in 
integrating AI into clinical care in India. There is a need to standardize/centralize hospital man-
agement systems. It can assist in the creation of electronic health data repositories for AI appli-
cations. Furthermore, the live demonstration of AI-based products and specialist training to the 
doctors is the right approach for integrating AI into clinical care in developing countries like India. 
Precision treatment and early detection of diseases are the benefits of implementing AI-enabled 
solutions in healthcare in a country like India. India has the potential to tackle many health 
concerns using AI, with a wide range of knowledge and an increasing start-up community. The 
government has also taken a variety of steps to promote the adoption of AI across India, in its 
search for India to join the AI revolution. Still more significant steps need to implement such as a 
robust open data policy, comprehensive privacy policy, government funding on the healthcare 
sector, increased investment in R&D in AI, robust national infrastructure, providing staff with the 
necessary skills to implement AIs and be prepared for the changes that AI may bring, and a 
regulatory framework ensuring transparency and accountability are some of the actions necessary 
to set up a functioning health environment for AI in India. 
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3.1 IMAGE SEGMENTATION 

Image segmentation refers to the process of partitioning an image into multiple regions. These 
regions are a group of connected pixels with similar properties, such as gray level, color, texture, 
brightness, and contrast, etc. They also may correspond to a particular object or different parts of an 
object. The object/region of interest can be extracted manually on a good quality18 F-FDGPET/CT 
fused image by simply selecting image intensity ranges; however, it is a time-consuming process and 
also subject to variation depending on the users. Segmentation carries a risk of generating incorrect 
object boundaries. Splitting the image into too many objects, called over-segmentation, may generate 
many small regions, which is problematic for good texture analysis and time-consuming to label 
when generating ground truth data. Under-segmentation is a much more serious problem; in that case, 
different objects can be merged into one cluster. We find that it is better to risk over-segmentation 
than under-segmentation because in the first case, all the pixels belonging to a region belong to 
the same class. On the other hand, in the case of under-segmentation, different regions are 
merged together; that means one region can contain pixels belonging to more than one class. Semi- 
automatic and fully automatic methods of segmentation are active areas of research in nuclear medicine  
18F-FDG PET/CT or SPECT/CT imaging. The simplest fully automatic method of segmentation is a 
thresholding-based segmentation method, which encompasses most of the voxel intensities of a par-
ticular tissue type. However, none of the segmentation methods are 100% successful for different types 
of images, whether using the automatic or semi-automatic method of segmentation [1–8]. 

It is very rare to achieve a useful segmentation using a single procedure, even under the most 
favorable conditions. Successful segmentation algorithms typically use a carefully constructed 
combination of procedures to achieve useful results. Some modern algorithms, especially the 
family of routines related to geodesic active contours, may seem to be an exception to this rule 

DOI: 10.1201/9781003333081-3                                                                                        43 

https://doi.org/10.1201/9781003333081-3


because they are often presented as achieving good segmentation results entirely on their own. 
However, close examination will show that a variety of preprocessing steps, in addition to careful 
parameter tuning, are necessary to achieve useful information. 

3.2 WATERSHED ALGORITHM 

The watershed transform was first proposed by Beucher and Lanteuejoul as a geophysical model of 
rain falling on a terrain. The idea is that a raindrop falling on a surface will trickle down the path of 
steepest descent to a minimum. The set of points on the surface that lead to the same minimum are 
known as a catchment basin, and borders between catchment basins are watershed lines. If an 
image is considered as a terrain and divided into catchment basins, then the hope is that each 
catchment basin would contain an object of interest [9]. 

Watershed Implementation Methods: These three are commonly used in conjunction with the 
watershed transform for segmentation.  

• Distance transform approach  
• Gradient method  
• Marker-controlled approach 

3.2.1 WATERSHED WITH DISTANCE TRANSFORM 

Distance transform is a common tool used in watershed transform for image segmentation. The 
concept is the distance from every pixel to its nearest non-zero valued pixel. Every single valued 
pixel has a distance transform value of 0, as it is the closest non-zero valued pixel of itself [10]. 

3.2.2 GRADIENT-BASED METHOD 

The principle of a gradient-based segmentation is to associate the boundaries of an object of interest 
with the gradient intensity crests observed in the image. To obtain meaningful image segmentation, 
several conditions must be satisfied. If the intrinsic resolution of the imaging device is low compared 
with the voxel size, transitions between regions of different activities in the images look blurred. As a 
consequence, the gradient-intensity peaks are not sharp and are thus more difficult to identify. 
Another caveat is related to the fact that noise gets amplified in the gradient-intensity image, com-
pared with the initial image. As a first approximation, the effects of resolution and noise can be 
modeled as follows. First, the unknown ‘ideal’ image (i.e. with an infinitely large resolution and 
free of noise) is blurred by convolving it with the point spread function of the considered imaging 
device. Second, the blurred image is corrupted by statistical noise. Really acquired images can be 
assumed to result from this two-step model. This suggests that the ideal image could be recovered by 
reversing the above model, in the first approximation. For this purpose, the acquired image should 
be first denoised and then deblurred before segmentation [11]. 

3.2.3 MARKER-CONTROLLED METHODS 

Direct application of watershed transform to a gradient image can result in over-segmentation due 
to noise. Over-segmentation means a large number of segmented regions. An approach used to 
control over-segmentation is based on the concept of markers. A marker is a connected component 
belonging to an image. Markers are used to modify the gradient image. Markers are of two types, 
internal and external, internal for object and external for boundary. The marker-controlled wa-
tershed segmentation has been shown to be a robust and flexible method for segmentation of 
objects with closed contours, where boundaries are expressed as ridges. Markers are placed inside 
an object of interest; internal markers associate with objects of interest, and external markers 
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associate with the background. After segmentation, the boundaries of the watershed regions are 
arranged on the desired ridges, thus separating each object from its neighbours [12]. 

Image segmentation based on a watershed algorithm can be understood by visualizing a gray- 
scale image as a topographical surface, where the values of f(x, y) are implemented as heights. In 
geography, a watershed is the ridge that divides areas drained by different river systems. A 
catchment basin is the geographical area draining into a river or reservoir. The watershed transform 
finds the catchment basins and ridges lines in a gray-scale image. During the segmentation based 
on watershed transformation, the key concept is to change the starting image into another image 
whose catchment basins are the objects or regions we want to identify. 

In image analysis, there are issues that need to be addressed, like development of a unified 
approach to the image-segmentation technique, which can be applied to all type of images, and 
selection of an appropriate technique for a specific type of image. In spite of profuseness in seg-
mentation techniques, there is no universally accepted method for image segmentation; therefore, it 
remains a challenging problem. In this study, we studied the feasibility of using the gradient method 
of watershed algorithm of segmentation on 18F-FDG PET/CT image of lung, liver, lymphoma, and 
breast tumors and tried to assess whether this method could provide appropriate segmentation. 

Drever et al. (2007) [13] compared three image-segmentation techniques for target volume 
delineation in positron emission tomography. The authors compared thresholding, Sobel edge 
detection, and the watershed approach to yield accurate delineation of PET target cross-sections. A 
phantom study employing well-defined cylindrical and spherical volumes and activity distributions 
provided an opportunity to assess the relative efficacy with which the three approaches could yield 
accurate target delineation in PET. Results revealed that threshold segmentation can accurately 
delineate target cross-sections, but that the Sobel and watershed techniques both consistently fail to 
correctly identify the size of experimental volumes. The usefulness of threshold-based segmen-
tation is limited, however, by the dependence of the correct threshold on target size. 

Geets et al. (2007) [14] proposed a new gradient-based method and hierarchical cluster analysis 
for segmenting FDG-PET images. In this study, iteratively reconstructed images were first de-
noised and deblurred with an edge-preserving filter and a constrained iterative deconvolution 
algorithm. The authors first performed validation on computer-generated 3D phantoms containing 
spheres and then on a real cylindrical Lucite phantom containing spheres of different volumes 
ranging from 2.1 to 92.9 ml. Then, this validation segmentation on PET images was performed on 
preoperative laryngeal tumours from seven patients by the gradient-based method and the 
thresholding method based on the source-to-background ratio. For the spheres, the calculated 
volumes and radii were compared with the known values; for laryngeal tumours, the volumes were 
compared with the macroscopic specimens. Volume mismatches were also analysed. The authors 
concluded that gradient-based segmentation method applied on denoised and deblurred images 
proved to be more accurate than the source-to-background ratio method. 

Ray et al. (2008) [15] compared two-dimensional and three-dimensional iterative watershed 
segmentation methods in hepatic tumor volumetrics. The authors compared the accuracy of 
two-dimensional (2D) and three-dimensional (3D) implementations of a computer-aided image 
segmentation method to that of physician observers (using manual outlining) for volume mea-
surements of liver tumors visualized with diagnostic contrast-enhanced and PET/CT-based non- 
contrast-enhanced CT scans. The method assessed was a hybridization of the watershed method 
using observer-set markers with a gradient vector-flow approach. The authors called this method 
the iterative watershed segmentation (IWS) method. Initial assessments were performed using 
software phantoms that model a range of tumor shapes, noise levels, and noise qualities. IWS was 
then applied to CT image sets of patients with identified hepatic tumors and compared to the 
physician’s manual outlines on the same tumors. IWS utilized multiple levels of segmentation 
performed with the use of fuzzy regions that could be considered part of a selected tumor. The 
results indicated that 2D-IWS is likely to be more accurate than 3D-IWS in relation to the observer 
volume estimate. 
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Wang et al. (2009) [16] studied the “automated liver segmentation” for whole-body low- 
contrast CT images from PET-CT scanners.” The main objective of this study was to improve the 
identification and localization of hepatic tumor. The authors proposed a novel automated three- 
stage liver segmentation technique for PET-CT whole body studies, where: 1) the starting liver 
slice was automatically localized based on the liver-lung relations; 2) the “masking” slice con-
taining the biggest liver section was localized using the ratio of liver ROI size to the right half of 
abdomen ROI size; 3) the liver segmented from the “masking” slice formed the initial estimation 
or mask for the automated liver segmentation. They concluded that this method can automatically 
segment the liver for a range of different patients, with consistent objective selection criteria and 
reproducible accurate results. 

Campadelli et al. (2009) [17] in their study reviewed semi-automatic and automatic liver 
segmentation technique and compared their own fully automatized method. They used a gray-level 
based liver segmentation method and tested it on 40 patients with satisfactory results, which were 
comparable to the mean intra- and inter-observer variation. The authors concluded that their 
method outperformed the techniques in the literature. 

Ballangan et al. (2011) [18] evaluated the impact of reconstruction algorithms on semi-automatic 
small lesion segmentation for PET in a phantom study. The aim of this study was to investigate the 
impact of different reconstruction methods on semi-automated small lesion segmentation for PET 
images. Four conventional segmentation methods were evaluated, including a region-growing 
technique based on maximum intensity (RGmax), mean intensity (RGmean) thresholds, fuzzy c-mean 
(FCM), and watershed (WS) technique. All these methods were evaluated on a physical phantom scan 
that was reconstructed with ordered subset expectation maximization (OSEM) with Gaussian post- 
smoothing and maximum a posteriori (MAP) with quadratic prior, respectively. The results dem-
onstrated that: 1) the performance of all the segmentation methods were subject to the smoothness 
constraint applied on the reconstructed images; 2) FCM method applied on MAP-reconstructed 
images yielded overall superior performance than other evaluated combinations. 

Zhang et al. (2011) [19] presented an interactive method for liver tumor segmentation from 
computed tomography (CT) scans. After some pre-processing operations, including liver paren-
chyma segmentation and liver contrast enhancement, the CT volume was partitioned into a large 
number of catchment basins under watershed transform. Then a support vector machines (SVM) 
classifier was trained on the user-selected seed points to extract tumors from liver parenchyma, 
while the corresponding feature vector for training and prediction was computed based upon each 
small region produced by watershed transform. Finally, some morphological operations were 
performed on the whole segmented binary volume to refine the rough segmentation result of SVM 
classification. The proposed method was tested and evaluated on MICCAI 2008 liver tumor 
segmentation challenge datasets. The experiment results demonstrated the accuracy and efficiency 
of the proposed method, which can be used routinely in clinical practice. 

Christ et al. (2011) [20] proposed a methodology that integrates KMeans clustering with a 
marker-controlled watershed-segmentation algorithm and integrates fuzzy CMeans clustering with 
marker-controlled watershed-segmentation algorithm separately for medical image segmentation. 
The clustering algorithms are unsupervised learning algorithms, while the marker-controlled 
watershed-segmentation algorithm uses automated thresholding on the gradient magnitude map 
and post-segmentation merging on the initial partitions to reduce the number of false edges and 
over-segmentation. The authors concluded that integration of K-means clustering with a marker- 
controlled watershed algorithm gave better segmentation than integration of fuzzy C-means 
clustering with a marker-controlled watershed algorithm.  

Ballangan et al. (2013) [21] assessed lung tumor segmentation in PET images using graph cuts. 
The aim of segmenting tumor regions in positron emission tomography (PET) was to provide more 
accurate measurements of tumor size and extension into adjacent structures than possible with 
visual assessment alone and hence improve patient management decisions. They proposed a 
segmentation energy function for the graph cuts technique to improve lung tumor segmentation 
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with PET. Their segmentation energy was based on an analysis of the tumor voxels in PET images 
combined with a standardized uptake value (SUV) cost function and a monotonic downhill SUV 
feature. The monotonic downhill feature avoids segmentation leakage into surrounding tissues with 
similar or higher PET tracer uptake than the tumor, and the SUV cost function improves the 
boundary definition and also addresses situations where the lung tumor was heterogeneous. They 
evaluated the method in 42 clinical PET volumes from patients with non-small cell lung cancer 
(NSCLC). The authors concluded that their method improved segmentation and performed better 
than region-growing approaches, the watershed technique, fuzzy c-means, region-based active 
contour, and tumor customized downhill. 

Bangara et al. (2014) [22] proposed a color-segmentation method for the detection of liver 
tumor in PET/CT scans. The authors attempted to segment the PET/CT images of liver using a 
binary tree quantization clustering method for the detection of a tumor. The problem of seg-
mentation of gray scale is that intensity values between healthy tissue and tumor may be very 
close, but PET/CT provides more accurate measurements of tumor size than are possible with 
visual assessment alone. So they took 12 PET/CT images and processed them for segmentation of 
the liver tumor. The images are denoised using median filter, and a binary tree quantization 
clustering algorithm was used for segmentation. Finally, a region of interest (ROI) selection and 
shape-feature extraction was performed on the selected cluster to quantify the size of the tumor and 
the result compared to check the accuracy of the method with the original image and K-means 
clustering method. They concluded that this binary tree quantization clustering method is better 
than the k means clustering method in detecting tumors more accurately and precisely. 

Altunbas et al. (2014) [23] evaluated the image-segmentation method to improve the accuracy 
of liver tumor contouring for treatment planning in stereotactic body radiation therapy (SBRT). 
They took pre-treatment PET-CT image sets for 26 patients who received SBRT to 28 liver lesions 
delineated using the following 3 methods: (1) percent threshold with respect to background- 
corrected maximum standard uptake values (SUV; threshold values varied from 10% to 50% with 
10% increments); (2) threshold 3 standard deviations above mean background SUV (3σ); and (3) a 
gradient-based method that detects the edge of the FDG-PET avid lesion (edge). For each lesion, 
semi-automatically generated contours were evaluated with respect to reference contours manually 
drawn by 3 radiation oncologists. Two similarity metrics, dice coefficient and mean minimal 
distance (MMD), were employed to assess the volumetric overlap and the mean Euclidian distance 
between semi-automatically and observer-drawn contours. They found the mean dice and MMD 
values for 10%, 20%, 30% threshold, 3σ, and edge varied from 0.69 to 0.73, and from 3.44 mm to 
3.94 mm, respectively (ideal dice and MMD values were 1 and 0 mm, respectively). A statistically 
significant difference was not observed among 10%, 20%, 30% threshold, 3σ, and edge methods, 
whereas 40% and 50% methods had inferior dice and MMD values. Finally, they concluded that 
the three PET segmentation methods are potential tools to accelerate liver-lesion delineation. The 
edge method appears to be the most practical for clinical implementation as it does not require 
calculation of SUV statistics. However, the performance of all segmentation methods showed large 
lesion-to-lesion fluctuations. Therefore, such methods may be suitable for generating initial esti-
mates of FDG-PET avid volumes rather than being surrogates for manual volume delineation. 

Arens et al. (2014) [24] studied the changes in tumour cell proliferation induced by radio-
therapy for head and neck cancer, which can be depicted by the PET tracer 18F-fluorothymidine 
(FLT). Three advanced semiautomatic PET segmentation methods for the delineation of the 
proliferative tumour volume (PV) before and during (chemo)radiotherapy were compared and 
related to clinical outcome in 46 patients with squamous cell carcinomas of the head and neck. The 
authors used background-subtracted relative-threshold level (PV RTL), a gradient-based method 
using the watershed-transform algorithm and hierarchical clustering analysis (PV W&C), and a 
fuzzy locally adaptive Bayesian algorithm (PV FLAB) applied to FLT PET/CT prior to treatment 
and in the 2nd and 4th week of therapy. Primary gross tumour volumes were visually delineated on 
CT images (GTV CT). PVs were visually determined on all PET scans. The authors concluded that 
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in patients with head and neck cancer, FLAB proved to be the best performing method for seg-
mentation of the PV on repeat FLT PET/CT scans during (chemo)radiotherapy. This may 
potentially facilitate radiation dose adaptation to changing PV. 

Zhao et al. (2015) [25] proposed a new method of detecting pulmonary nodules with an im-
proved watershed algorithm on (18F-FDG PET/CT) PET/CT study. A dynamic threshold seg-
mentation method was used to identify lung parenchyma in CT images and suspicious areas in PET 
images. Then, an improved watershed method was used to mark suspicious areas on the CT image. 
Next, the support vector machine (SVM) method was used to classify SPNs based on textural 
features of CT images and metabolic features of PET images to validate the proposed method. The 
proposed method in this process was more efficient than traditional methods and methods based on 
the CT or PET features alone (sensitivity 95.6%; average of 2.9 false positives per scan) [26,27]. 

The segmentation of tumor in PET/CT image is the pre-processing step of the image analysis. 
The segmented images are further analyzed for measurements of tumor size, tumor volume, or 
texture classification, etc. In texture classification, the basic issue is identifying the given textured 
region (tumor region) from a given set of texture classes (normal or other types of tumor). For 
example, a particular region in PET/CT image may belong to malignant tumor, benign tumor, or 
normal area. Each of these regions has unique texture characteristics. The texture analysis algo-
rithms extract distinguishing features from each region to facilitate classification of such patterns. 
Implicit in this classification is the assumption that the boundaries between regions have already 
been determined for further analysis. 

Therefore, a robust lesion-segmentation method is critical for the quantification of lesion 
activity in PET, especially for the cases where lesion boundary is not discernible in the corre-
sponding computed tomography (CT). However, lesion delineation in PET is a challenging task, 
especially for small lesions, due to the low intrinsic resolution, image noise, and partial volume 
effect. The combinations of different reconstruction methods and post-reconstruction smoothing on 
PET images also affect the segmentation result significantly. Several authors have evaluated the 
watershed segmentation method on phantom studies, and limited studies have assessed its role in 
clinical scenarios. Watershed methods have been used in differentiating malignant and benign 
solitary pulmonary nodules, in segmentation of hepatic tumors for treatment planning in stereo-
tactic body radiation therapy (SBRT), and to study changes in tumor cell proliferation induced by 
radiotherapy for head and neck cancer. However, different techniques of watershed algorithms 
have been used on different types of tumors with varying results, and the search for a more robust 
technique of this method continues. We have tried to address this issue by assessing watershed 
algorithm in segmentation of different types of solid tumors, including lung, liver, breast, and 
lymphoma. In this study, we performed tumor segmentation on FDG PET/CT images of these solid 
tumor malignancies using the watershed algorithm Figures 3.1–3.10. 

Image segmentation is a process of partitioning a digital image into multiple segments. It 
describes the process through which an image is divided into constituent parts, regions, or objects 
to isolate and study separately areas of special interest. These regions are groups of connected 
pixels with similar properties, such as gray level, color, texture, brightness, and contrast, etc., and 
they may correspond to a particular object or different parts of an object. 

The main goal of segmentation is to simplify and change the representation of an image into 
something that is more meaningful and simple to analyse. Image segmentation can be performed 
using automatic and semi-automatic methods. The simplest fully automatic method of segmen-
tation is the thresholding-based segmentation method, which encompasses most of the voxel 
intensities of a particular tissue type; however, the automatic method may not be applicable to in 
all settings and provide desired results. The semi-automatic method gives an opportunity to the 
user to change the parameters as required to obtain good segmentation; however, it is a time- 
consuming process and also subject to variation depending on the users. Both semi-automatic and 
fully automatic methods of segmentation are the subject of intense research in imaging field and 
nuclear medicine F-18 FDG PET/CT or SPECT/CT imaging. 
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FIGURE 3.1 Watershed algorithm using gradient method.    

FIGURE 3.2 Watershed using distance transformation technique.     
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FIGURE 3.3 Watershed algorithm using gradient method with morphological operations.    

FIGURE 3.4 Shows a) Input image and b) Gradient 
image (transformed using watershed algorithm). Over- 
segmentation can be seen in the gradient image.     

FIGURE 3.5 Shows morphological-operation gradient 
images with different parameters. The images show that 
over-segmentation still exists.     
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The first step of processing the input images was “segmenting grayscale images,” which means 
dividing them into regions: generally, one of them stands for the background and each of the others 
corresponds to one of the objects or areas to be extracted. This segmentation comes down to the 
extraction of the contours of the desired objects. Now, the problem is to clearly define what a 
contour is and what is not. Edge detectors are commonly used to create contour of the objects in 

FIGURE 3.6 Shows image processed using watershed ridge lines of the negative of distance transformation 
and also with compliment distance transform, but over-segmentation still remains.    

FIGURE 3.7 Shows over-segmentation resulting from applying the watershed transformation to the gradient 
magnitude image. Watershed ridge lines are superimposed in black over the original binary image; some over- 
segmentation is evident.    
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FIGURE 3.8 Shows watershed transform of the smoothed gradient image after applying several values of 
threshold (10 to 60); some over-segmentation is still evident.    

FIGURE 3.9 Shows external markers images with various threshold values.    
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the image; the resultant image after the application of the edge detector is called the gradient 
image. In our study, we have used a Sobel edge detector to create a gradient image. 

It is difficult to achieve a perfect segmentation using a single procedure, even under the most 
favourable conditions. Successful segmentation algorithms typically use a carefully constructed 
combination of procedures to achieve useful results. In our study, we tried to segment solid tu-
mours in lymphoma, lung, breast, and liver malignancies from a single segmentation method using 
a watershed algorithm and achieved perfect segmentation in 85% of the representative images. 
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4.1 INTRODUCTION 

The ever-increasing sophistication of medical imaging and information-processing technology has 
led to the creation of a wide variety of medical images that can be used in clinical diagnosis [1]. 
Applications for the images include disease diagnosis, surgery, and radiation therapy. Although 
each modality of medical imaging provides unique information about the human body, including 
its organs and cells, each modality has a specific set of applications [2,3]. Therefore, in many real- 
world clinical scenarios, a single sensor image is unable to offer sufficient information to the 
treating physicians [4,5]. When trying to gain more thorough information about diseased tissue or 
organs, it is typically necessary to merge the medical images obtained from various diagnostic 
modalities [6,7]. The difference between anatomical and functional images is shown in Table 4.1. 

These results demonstrate how no single imaging modality can reliably and quickly detect or 
localise a cancerous lesion in its entirety. Image-fusion technologies are technologies that can 
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instantly integrate multiple types of medical images [8,9]. These technologies can be used to 
combine data sets efficiently [10]. Not only does the fused image provide a more accurate and 
exhaustive characterization of a destination, but it also reduces the uncertainty and duplication in 
the image caused by the sensor [11,12]. In image-guided diagnosis and medical condition eva-
luation, the use of image fusion improves accuracy. Due to their downsampling, these transfor-
mations are not shift-invariant, which indicates that the fusion is susceptible to registration issues. 
This result is because downsampled data has shift invariance [13,14]. Over-complete wavelet 
transforms, such as the DTCWT, have been proposed to address the DWT’s shift invariance and 
directionality limitations [15]. On the other hand, a 2-D wavelet-based DTCWT cannot accurately 
depict abrupt transitions like line and curve singularities because it is isotropic. There are only 
three directions in which the wavelet can record data simultaneously [16]. 

4.1.1 NON-SUBSAMPLED SHEARLET TRANSFORM (NSST) 

Shearlet transform: Case in point: It has a rapid decline in the spatial domain and is confined very 
precisely. Shearlets are sufficient to fulfill the requirements of the parabolic scaling law. This 
transform is sensitive to shifts in the direction that it is going. The number of directions has a factor 
of two increase for each progressively lower scale, making the total number of directions 48. 
However, it does not possess the property of being shift invariant, which is the origin of the pseudo 
Gibbs phenomena, as well as other inefficiencies in the fusion results. Other inefficiencies can be 
attributed to the fact that it is not fusion invariant, to avoid the problems discussed earlier. The 
NSST method generates the most accurate and efficient sparse approximations of visual input that 
are feasible. It is based on an affine structure that uses composite dilations as its primary building 
block. When functioning in a two-dimensional space (n = 2), the composite dilation-based affine 
system for a continuous wavelet L2 (R2) may be described as follows: the defined as, 

x M M x t t{ ( ) = det ( ): R }ast as as
1/2 1 2 (4.1)  

here, 

A
a as

a
for a s R t R=

0
> 0, ,a

2 (4.2)  

The analyzing elements are called shearlets. Here, a is scaling parameter, s is shear parameter, and 
t is translation parameter. The matrix Mas can be written as 

M B A=as s a (4.3) 

TABLE 4.1 
Anatomical and Functional Images Differences    

Anatomical Imaging (CT, MRI) Functional Imaging (PET, SPECT)  

Physical structure of the body Activity of the body 

Detects the changes in the body structure and confirms the presence 
of a mass 

Shows the extent of the disease 

Cannot diagnosis the disease earlier Reveals the disease earlier 

Cannot detect whether the mass is benign or malignant Can detect whether a mass is benign or malignant 

Difficult to detect abnormalities Comparatively easy to detect abnormalities    
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Where, Bs is the shear matrix, Aa is the parabolic scaling matrix. 

A a
a

B s= 0
0

, = 1
0 1a s (4.4)  

Then shearlet transform of a function f is defined as 

STf a s t f( , , ) = , ast (4.5)  

The discrete version of shearlet transform j k Zˆ ( 0, 2 1 2 1, )jlk
j j 2 is obtained from 

sampling of continuous shearlet transform (a,s,t). 
Discrete shearlet transform decomposition thus allows for multiscale subdivision and directional 

localization to be studied separately. A non-subsampled pyramid transform is used to achieve 
multiscale subdivision of the shearlet transform. As a result, the smoothness that surrounds singu-
larities is no longer caused by the pseudo Gibbs phenomenon. Shift-invariant shearing filters are used 
for directional localisation in the second step. For low-frequency subbands, it divides the frequency 
plane into many trapezoidal high-frequency bands. To further break down the low frequency sub-
band, a pyramid transform is used. Once the necessary level of breakdown is reached, this cycle is 
continued until it has been successfully completed. 

NSST has the potential to be more effective than fundamental transformations, as previously 
stated (e.g. wavelet, contourlet). Wavelet and contourlet transforms suffer from restricted direc-
tionality and high computing complexity, while NSCT can address the fundamental deficiency of 
the earlier ones (such as shift variance). 

NSST can better manage small changes in different directions (within an image) thanks to the use 
of NSLP and several shearing filters, which use the non-subsampled laplacian pyramid (NSLP). 
Before using direction filtering to obtain different subbands in various directions, NSLP, which has 
the virtue of being able to scale in many directions and multiple scales at once, must be used to 
deconstruct a picture into low- and high-frequency components. This sort of transformation is 
unusual in that it employs the shear matrix, also known as the ShF, for direction filtering. When the 
decomposition level is set to m = 3, an image is partitioned into m + 1 subbands, for a total of 4 
subbands (one large fishing spoon and three half-fishes). The size of each subband is identical to what 
it was in the original picture (thus ensuring shift-invariance). The NSST makes use of a three-level 
decomposition mechanism, which is depicted in Figure 4.1. 

This is how shearlet transform differs from the other MGA tools in terms of its distinguishing 
characteristics: 

• It generates a condensed waveform that is well localised on various scales and orienta-
tions. The mathematical structure of shearlets is complex. A benefit of having it in the 
picture is that its representation is ideal when populated for images that include edges. It 
does not impose any restrictions on the number of directions and does not place any 
constraints on the size of the support for shearing. It offers a sincere segmentation method 
of edges in the two-dimensional space.  

• Unlike curvelets, shearlets are linked to an interpretation structure that does not undergo any 
changes. When compared to the other MGA tools, the arithmetic of the inverse transform 
requires nothing more than the characterizations of shearing filters. In this procedure, 
composite inversion is not required at any point. 

4.1.2 DESCRIPTION OF NSCT 

The idea behind the contourlet is to use square-shaped brush strokes and a large number of small 
“dots” to create a super sparse expansion for very smooth contours, overcoming the limitation of the 
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wavelet in this regard. For multi-scale decomposition, contourlet uses the Laplacian pyramid (LP), and 
for directional decomposition, it uses the directional filter bank (DFB). Each level of decomposition can 
have a different number of directions, which is much more flexible than wavelet’s three. Unfortunately, 
downsamplers and upsamplers are included in both LP and DFB versions of the original contourlet 
[17]. During image decomposition and reconstruction, NSCT does away with downsamplers and 
upsamplers. A breakdown of the NSCT decomposition framework can be seen in Figure 4.2. NSDFB 
and NSPFB are non-subsampled pyramid filter banks used in NSCT. Two-channel non-subsampled 2- 
D filter banks are used to create the NSPFB [18]. In a DFB tree structure, each two-channel filter bank 
has downsamplers and upsamplers that can be turned off and upsamplers that can be turned on. The 
NSCT has both contourlet and shift-invariance properties in addition to its own. Image fusion makes it 
simple to find relationships between subbands because the sizes of the different subbands are identical 
when it is introduced. Designing fusion rules can benefit from this feature [19,20]. 

4.2 PROPOSED HYBRID ALGORITHM (NSCT-NSST) 

Many hybrid image-fusion strategies are proposed in this paper to overcome the limitations of 
conventional picture-fusion systems [21]. The first approach offered combines the DTCWT with 
the non-subsampled shearlet transform (NSST). One of the proposed methods (DTCWT-NSST) −1 
is seen in Figure 4.3. 

4.2.1 AN OVERVIEW OF PROPOSED (NSCT-NSST) ALGORITHM 

Method 1 uses DTCWT and NSST techniques on multimodal medical images as inputs. Steps 
below describe the procedure:-  

Step 1. The two images provided as input should be analysed.  
Step 2. A 256 × 256 resizing of the images is performed on the inputs. 

FIGURE 4.1 Image decomposition framework of shearlet transforms.    
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FIGURE 4.2 Decomposition framework of the NSCT.    

FIGURE 4.3 Block diagram of the proposed hybrid-fusion algorithm (DTCWT NSST)-1.    
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Step 3. The input photos are broken down into sets of complex coefficients using the dual- 
tree complex wavelet transform. For both coefficient sets, thresholds are generated 
independently for each decomposition level and for each source picture.  

Step 4. Each of the deconstructed photos should have an NSST.  
Step 5. In case of low frequency coefficients, use the very average fusion rule, and for high 

frequencies, the maximum fusion rule.  
Step 6. To obtain the final proposed fused image, perform INSST followed by IDTCWTon 

the inverse transform of the fused image. 

4.2.2 APPLYING NSST TO THE NSCT DECOMPOSED IMAGE 

Using fusing rules based on the regional energies can satisfy the vision system well since the visual 
cortex is not attentive to a single pixel but is attentive to the edge, orientation, and surface texture of 
the image. High sub-band fusion rules, on the other hand, are extremely complex, and this complexity 
affects computation speed [22]. To achieve a satisfactory level of fusion effect and calculation speed, 
the NSST-DTCWT has more low frequency sub-band coefficients, which can easily grab image 
structure, which makes it simple to use the fusion rules in low and high frequency sub-band coef-
ficients [23]. Various medical images can be combined to create a fused image if the two images are 
of different types. An initial NSST-DTCWT decomposition of image X/Y into decomposition 
coefficients is performed. Fusion images are constructed using the absolute value of the coefficients. 
Equations (3.7) and (3.8) explain the maximum and average fusion rules: 

FIGURE 4.4 Experimental results for neurocysticercosis disease affected images (Set 1).    
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when X,Y are input images, CF is the combined coefficient, and finally, inverse NSST and inverse 
DTCWT are used to reconstruct the fused image using the merged coefficients. 

4.3 RESULTS AND DISCUSSION 

Patients infected with neurocysticercosis or other degenerative or neoplastic diseases are tested for 
the proposed HMMIF technique using a cross mixing of MRI, PET, CT and SPECT of the brain. 
These images are collected from the single patient because of their anatomical or functional 
similarities to one another, as well as the fact that they were taken at the same time [24,25]. There 
are several existing techniques, and the proposed hybrid image-fusion techniques have produced 
promising results, which can be seen in Figures 4.4–4.7. MRI/PET and SPECT images are 
combined from six separate sets of computed tomography (CT) and magnetic resonance imaging 
(MRI). A set of patient medical imaging data from a CT or MRI scanner is used as the first set of 

FIGURE 4.5 Experimental results for metastatic bronchogenic carcinoma disease affected images (Set 2).    
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input images. MRI/SPECT brain pictures impacted by metastatic bronchogenic carcinoma illness 
are included in the second batch of input images. The third and fourth sets of input images exhibit 
MRI/SPECT images of astrocytic and anaplastic tumours, respectively. 

The fifth and sixth sets of input pictures exhibit brain imaging altered by Alzheimer’s and 
moderate Alzheimer’s disease, respectively, using MRI/SPECT and MRI/PET. For the identical 
input pictures, fusion results have been obtained using PCA, DTCWT, NSCT, NSST, and the 
suggested hybrid approach combining DTCWT-NSST and NSCT-type 2 fuzzy. Both quality and 
amount of analysis are superior to other classic fusion methods provided in this paper. Every one of 
the cross-entropy measures are compared to the conventional and recommended hybrid-fusion 
processes, as shown in Tables 4.2 and 4.3. 

The IQI, mSSIM, and EQM should likewise have the highest possible value and be as near to “1” 
as possible. Finally, a lower cross entropy value denotes a higher-quality fused output image. For an 
image-fusion approach to work, all of these conditions must be satisfied. In addition to the new 
hybrid-fusion approach just mentioned, algorithms like PCA, DWT, DTCWT, NSCT, and NSST 
have also been put to the test. Using fusion criteria, techniques such as averaging low-pass subband 
coefficients and selecting the highest possible high-pass subband coefficient value can be put into 
practise. Qualitative and quantitative data are analysed in this evaluation of the proposed approach. 

Figures 4.8 and 4.9 provide the fusion factor and IQI for six sets of fused image pairings, some of 
which include CT-MRI, MRI-SPECT, and PET-MRI, among others. These figures may be found at 
the bottom of this section. The results of the tests are analysed using principal component analysis, 

FIGURE 4.6 Experimental results for Alzheimer’s disease affected images (Set 5).    
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FIGURE 4.7 Experimental results for Alzheimer’s disease affected images (Set 6).    

TABLE 4.2 
Performance Metrics Comparative Analysis for Different Fusion Methods (Set 1, Set 2)            

Study Set Metrics FusFac IQI Mssim CEn EQM MI PSNR STD 

Algorithm  

Set 1 PCA 1.582 0.498 0.542 2.502 0.432 1.820 24.03 20.34 

DWT 1.716 0.508 0.572 2.072 0.499 1.899 25.90 22.23 

DTCWT 1.862 0.511 0.522 1.928 0.508 1.903 26.30 24.39 

NSCT 2.012 0.530 0.549 1.898 0.537 2.030 28.60 26.50 

NSST 2.161 0.552 0.575 1.807 0.571 2.230 29.88 28.34 

Proposed 1 (NSCT-NSST) 2.998 0.872 0.839 0.981 0.857 2.530 32.30 30.20 

Proposed 2 (NSCT-Fuzzy) 3.201 1.021 0.962 0.887 0.982 2.630 34.20 32.39 

Set 2 PCA 2.062 0.451 0.418 2.051 0.510 2.230 19.02 24.54 

DWT 2.571 0.454 0.482 2.152 0.517 2.330 20.30 26.34 

DTCWT 2.671 0.518 0.489 2.098 0.529 2.494 23.67 27.45 

NSCT 2.712 0.534 0.505 2.189 0.564 5.594 25.30 34.45 

NSST 3.011 0.507 0.524 1.878 0.557 2.630 26.80 39.33 

Proposed 1 (NSCT-NSST) 4.851 0.712 0.792 0.953 0.878 3.230 34.09 57.45 

Proposed 2 (NSCT-Fuzzy) 5.012 0.837 0.871 0.865 0.941 3.420 35.07 58.99    
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discrete-wavelet transform, discrete time continuous-wavelet transform, NSCT, and NSST tech-
niques in that order. The fusion factor and IQI value of the DTCWT-NSST and NSCT-Type 2 fuzzy 
techniques that have been established are much higher than those of the other conventional ways 
currently in use. This is the case when contrasted with the other traditional methods. 

The comparative examination of the mSSIM and cross entropy for six sets of image pairings, 
such as CT-MRI, MRI-SPECT, and MRI-PET, is depicted in Figures 4.10. The findings of the 
experiments are analysed using PCA, DWT, DTCWT, NSCT, and NSST methodologies respec-
tively. In comparison to the other traditional methods that are currently in use, the values obtained 
by the suggested DTCWT-NSST and NSCT-Type 2 fuzzy methods for mSSIM are higher, but the 
values obtained for cross entropy are lower. 

TABLE 4.3 
Performance Metrics Comparative Analysis for Different Fusion Methods (Set 3, Set 4)            

Study Set Metrics FusFac IQI Mssim CEn EQM MI PSNR STD 

Algorithm  

Set 3 PCA 1.520 0.506 0.439 2.710 0.452 2.203 24.30 20.30 

DWT 1.851 0.528 0.491 2.312 0.491 2.356 25.05 21.20 

DTCWT 1.902 0.551 0.521 2.251 0.517 2.367 27.70 24.30 

NSCT 1.997 0.599 0.556 2.004 0.551 2.554 29.20 25.40 

NSST 2.014 0.603 0.590 1.898 0.571 2.650 30.30 26.83 

Proposed 1 (DCWT-NSST) 3.828 0.871 0.819 0.961 0.871 3.120 36.30 30.40 

Proposed 2 (NSCT-NSST) 4.019 0.901 0.901 0.758 0.941 3.203 37.02 31.02 

Set 4 PCA 1.582 0.501 0.409 2.691 0.421 2.030 19.09 22.32 

DWT 1.786 0.589 0.514 2.445 0.501 2.182 23.76 25.32 

DTCWT 1.790 0.601 0.536 2.271 0.56 2.473 27.80 28.40 

NSCT 1.858 0.688 0.498 2.025 0.591 2.783 29.40 30.23 

NSST 1.989 0.690 0.508 1.698 0.609 2.990 32.73 33.35 

Proposed 1 (DCWT-NSST) 2.833 0.881 0.781 0.931 0.881 3.690 40.45 39.40 

Proposed 2 (NSCT-NSST) 2.989 0.931 0.851 0.862 0.961 3.589 42.30 37.50    
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FIGURE 4.8 Comparative analysis for fusion factor.    
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The comparative study of the EQM and MI for six sets of image pairings, such as CT-MRI, 
MRI-SPECT, and PET-MRI, is depicted in Figures 4.11 and 4.12. The findings of the experiments 
are analysed using PCA, DWT, DTCWT, NSCT, and NSST methodologies respectively. The 
DTCWT-NSST and the NSCT-Type 2 fuzzy that have been proposed both have a greater value for 
the EQM and the MI in comparison to the other standard techniques currently in use. 

Figures 4.11 and 4.12 provide a comparison of the PSNR and standard deviation for six dif-
ferent image pairings, including CT-MRI, MRI-SPECT, and PET-MRI. PCA, DWT, DTCWT, 
NSCT, and NSST are used to analyse the results of the experiments. The PSNR and standard 
deviation of the newly created DTCWT-NSST and NSCT-Type 2 fuzzy techniques are higher than 
those of other existing classic methods. Table 4.4 shows the comparison of the suggested ap-
proaches to the existing methods. 
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FIGURE 4.11 Comparative analysis of edge quality measure.    
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FIGURE 4.12 Comparative analysis for mutual information.    

TABLE 4.4 
Comparison of the Performance Metrics of the Proposed Methods with Existing Methods      

Metrics Mutual Information Standard Deviation A 

Methods  

Jingming xia, et al. 2018 2.242 51.44 0.5887 

Yong yang, et al. 2016 3.663 43.29 0.6197 

Proposed Method 1 (DTCWT-NSST) 4.278 57.45 0.878 

Proposed Method 2 (NSCT-Fuzzy) 4.389 58.99 0.941    
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4.4 CONCLUSION 

The use of fusion criteria allows for the implementation of methods such as the averaging of the 
low-pass sub-band coefficients and the selection of the highest possible value for the high-pass 
subband coefficient. When fusing low-frequency coefficients, the maximum fusion rule is used, 
whereas fusing high-frequency coefficients calls for the average fusion rule to be used. The quality 
of the fusion has been evaluated using eight different performance parameters. According to the 
findings, the values of the proposed hybrid image fusion technique produce the highest possible 
values for four parameters. while the values for the proposed techniques produce the lowest 
possible values for cross entropy. According to their subjective assessment score (3.5 out of 4) for 
technique 1 (DTCWT-NSST) and method 2 (NSCT-Type 2 Fuzzy), respectively, the radiologist 
has analysed the fused output pictures and compared them to their input images. 
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5.1 INTRODUCTION 

5.1.1 ARTIFICIAL INTELLIGENCE 

Big data analytics and machine learning are having a deep influence on key aspects of current 
modern life, ranging from entertainment to healthcare. Netflix distinguishes which movies people 
prefer to watch, Amazon identifies which items most people like to buy from where, and Google 
tells which types of symptoms and situations the public is seeking. All this data pool can be used 
for very detailed particular profiling. These data are of great value for behavioral consideration and 
direction, and they have the potential for predicting healthcare data trends. There is great positivity 
that the use of different applications of AI can give substantial developments in all different areas 
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of healthcare, ranging from diagnostics to treatment. The AI algorithms are performing far better 
than humans in various jobs, like analyzing different medical images or correlating different 
symptoms and biomarkers from electronic records for the characterization and prediction of the 
disease (1). The term AI is used when a device does a thing the same as learning and problem- 
solving rational functions (2). AI is used in the computer science field, particularly for the for-
mation of different systems execution tasks that required human behaviour intelligence using 
different methods (3). 

In 1959, Arthur Samuel presented a term called machine learning (ML) to the computer field. 
ML is a subcategory of AI that uses different methods to allow the computer systems to study new 
data, short of being unambiguously programmed (4). Among the different techniques that come 
under ML, deep learning (DL) is one of the most gifted techniques in the broader AI domain 
represented in Figure 5.1. 

DL is a representation-based learning method having numerous levels of representation. The 
main purpose of DL is to practice raw data to perform some sorting or recognition of tasks (5). To 
do so, machine learning is using different computational models and different algorithms. By using 
different algorithms, ML replicates the architecture of the biological neural networks in the brain; 
so, it’s called artificial neural networks (ANNs) (6). Neural network architecture is designed in 
different layers composed of different interrelated nodes. Each node of the network completes a 
specific weighted sum or addition of the input data. Weights are dynamically optimized during the 
preliminary preparation phase. There are mainly three different kinds of layers: (1) the input layer, 
(2) output layer, (3) and hidden layer. The input layer generally receives input data. The output 
layer produces the data-processing results. The hidden layer generally extracts the different pat-
terns followed within the data. There might be many hidden layers present according to the pattern 
of the algorithms. The performance of conventional artificial neuron networks is improved using 
the DL methods. Figure 5.2 describes classic ML and DL differences. 

A deep artificial neuron network varies from the single or solo hidden layer by having a big 
number of hidden layers. This large number of hidden layers describes the specific depth of the 
neuron network (7). Convolutional neural networks have become very popular in computer-vision 
applications today among the different deep artificial neuron networks. In convolution neural 
network operations, the intensities of each pixel are calculated as the sum of each pixel of the 
original image by different convolution matrices. Different convolution matrices are also called 
kernels. For specific tasks, such as blurring, sharpening, or edge detection, different kernels are 
applied. Convolutional neural networks are like biologically derived networks behaving the same 
as the human brain cortex. The human brain cortex contains a complex structure of cells that are 

FIGURE 5.1 Artificial intelligence umbrella.     
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very sensitive to small regions of the visual field (8). The architecture of deep convolutional neural 
networks allows the composition of complex features from simpler features to interpret image raw 
data to detect specific features (8). Deep network architecture’s complexity makes it demanding in 
relation to computational resources. With the development of the graphics processing unit, the 
application of the deep-learning application is possible. Perhaps there might be a high number of 
nodes required to detect complex relationships and patterns so that billions of parameters are 
optimized during the preliminary phase. Radiologists are already aware of computer-aided 
detection/diagnosis (CAD) systems, which were first introduced in chest x-ray and mammog-
raphy applications in the 1960s (7). However, algorithms development advancements with easy 
access to different computational resources are allowing AI to be applied in radiological decision 
making at an advanced functional level (9). 

5.1.2 ARTIFICIAL INTELLIGENCE IN HEALTHCARE 

Many countries have a shortage of experienced medical practitioners, even though demand for the 
healthcare services is increasing so fast. With a very high expectation of patients needing services, 

FIGURE 5.2 Classic machine-learning pattern and deep machine-learning pattern.    
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healthcare industries are also struggling to keep up with all advanced technological developments  
(10). Different healthcare services using health-tracking apps and web browsing are on demand 
due to the latest development in wireless technology and smart devices. So, it makes a new forms 
of healthcare delivery available from anywhere and anytime using remote interactions. It’s a boon 
for underserved places that lack health specialists. It also helps to decrease costs and prevent 
unnecessary exposure to contagious illnesses at the hospitals. Tele-caller healthcare technology is 
also increasing in developing countries where the healthcare system is growing and healthcare 
infrastructure can be designed to meet the current needs (10). 

One recent question is revolving worldwide and involves the active discussion about whether AI 
will replace the human healthcare practitioners in the future. But it is strongly believed that human 
healthcare physicians will not be replaced by different machines or software in the so-called pre-
dictable future, but they can certainly assist medical practitioners to make better clinical decisions 
and judgment in different areas of healthcare. Different methods to collect the different healthcare 
data and newer advancements in data analytics techniques have led to success in the application of AI 
in the healthcare industries. Different amounts of clinical questions and powerful data learning can 
solve clinically relevant information otherwise hidden in the massive amount of data that are critical 
in clinical decision making (11). Traditional healthcare ecology is understanding the importance of 
different AI-equipped data-mining tools in the next-generation healthcare technology. AI can make 
improvements to any different process within healthcare operation and delivery. An important driver 
for the implementation of AI applications in the healthcare system is its lower cost. 

AI applications can cut annual US healthcare costs by USD 150 billion in 2026. A large part of 
these cost reductions from changing the healthcare model from a reactive to a proactive approach, 
particularly focusing on healthcare management rather than disease treatment. This approach will 
result in fewer hospitalizations, fewer doctor visits, and fewer treatments. AI-based technology will 
have an important role in helping people stay healthy with continuous monitoring that will give an 
earlier diagnosis, custom-made treatments, and more effective follow-ups (12). 

5.2 FUNDAMENTS OF MEDICAL VISUALIZATION 

5.2.1 EARLY STAGE 

Before AI systems, no trained data were available in the healthcare system. Data were collected 
from different clinical activities, such as screening, diagnosis, and treatment assignment. These 
clinically derived data are often available but have limitations including the demographic region, 
different medical records, different electronic recordings from specific medical devices, physical 
examinations notes, and clinical laboratory and images received (13). 

In addition, physical examination notes and clinical laboratory results are the other two major data 
sources. We can differentiate them with a different image and genetic and electrophysiological 
data because these sources contain large portions of unstructured descriptive texts, e.g. clinical notes 
that are not directly analyzable. So, introducing artificial-intelligence-based technology mainly 
emphasizes translating the unstructured text to machine-recognizable electronic medical records. AI- 
based technologies are helping to extract different features from case reports to improve diagnosis 
accuracy (14). 

5.2.2 CURRENT TRENDS 

One of the most capable areas of health innovation is the application of AI in medical imaging, 
including image processing and image interpretation (15). Indeed, AI may be useful for numerous 
applications starting from image procurement and processing to reporting, follow-up planning and 
checking, data storage, data mining, and many more. AI is projected to enormously impact radiol-
ogists’ daily routines because of a wide range of these applications (16). 
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AI models use sophisticated complex algorithms to learn from a larger number of healthcare data 
and then use the obtained results and insights to assist in clinical practice. It has learning and self- 
correcting abilities to improve its accuracy based on feedback through machine learning. An AI 
system can also provide up-to-date medical and clinical information from journals, textbooks, and 
clinical practices for proper patient care (17). The AI systems can help to reduce diagnostic and 
therapeutic errors that frequently occur in human clinical practice (18). The AI systems extract useful 
information from a large patient population to assist in making real-time inferences for health risk 
alerts and health outcome predictions (19). 

Various AI devices are main categories into two major categories. The first category comprises 
ML techniques that investigate structured data such as imaging, genetic and physiological data. The 
ML procedures attempt to make a group of patients’ behaviors and, from that, it decides the prob-
ability of the disease outcomes in the medical clinical applications (14). The second category includes 
the use of different natural language-processing methods that extract information from unstructured 
data, such as clinical notes or medical journals to enrich structured medical data. The natural 
language-processing procedures target turning texts into machine-readable structured data and then it 
can be analyzed by machine-learning techniques (20). For better presentation, the flow chart in  
Figure 5.3 describes the data generation through natural language-processing data enrichment and 
machine-learning data analysis to get a clinical decision (21). 

5.3 AI TECHNIQUES IN MEDICAL VISUALIZATION 

The human brain is created to discover and master things by itself, but a machine cannot do the 
same. In reality, the machine works precisely as it is delineated to perform. Machines take the input 
and produce output based on that input, and follow the instructions given, but a human brain could 
not think accordingly (22). The brain does not follow the extraneous instruction. It gets perception 
on its own, perceives many things via the nervous system, and makes its own decisions. For 
example, sensing the temperature of skin and odour, etc. (22). 

The history of AI began with the gathering of scientists at Dartmouth College during the 
summer of 1956. Scientists discuss the possibility of creating an artificial brain. Alan Turing was a 
young British polymath who uncovered the mathematical possibility of AI. However, great 
challenges like the prerequisite of a computer that could store commands were not available at 

FIGURE 5.3 Artificial intelligence devices workflow.    
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that time (23). An investment and interest in AI increased dramatically in the first two decades of 
the twenty-first century as machine learning was effectively used to solve myriad challenges in 
academia and industry (24). 

AI in the future can perceive image acquisition and impulsive identification and investigate 
functions in the field of intelligent medical treatment. For example, an AI algorithm is used to 
detect skin cancer that can easily differentiate whether the skin mole is normal or melanoma. It can 
also apply to various eyeball images and can identify the sucrose cataract, normal cataract, or 
deepened myopia (25). AI is mushrooming exponentially over the last decade; high-pixel images 
are available with just a single click, from image acquisition to data reporting, investigation, data 
storage, data mining, and many others (8). Diagnostic medical imaging using AI is currently the 
subject of a thorough evaluation. The identification of imaging abnormalities using AI has dem-
onstrated outstanding accuracy and sensitivity, and it holds out the prospect of improving tissue- 
based detection and characterization (26). The identification of minute changes with unknown 
significance, however, is a significant downside that arises with increased sensitivity (27). 

According to a study on screening mammograms, artificial neural networks regularly exhibit 
higher sensitivity for aberrant results, especially for small lesions, even though they are not more 
accurate than doctors at detecting cancer (28). To ensure an efficient and secure integration into 
clinical practice at the outset of an AI-assisted diagnostic-imaging revolution, the medical com-
munity must foresee potential unknowns of this technology. Establishing AI‘s place in clinical 
medicine requires careful consideration of the risks it may present in light of its special capabil-
ities. It won’t be simple to distinguish between improved detection and overdiagnosis. To improve 
the quality and comparability of AI studies, a regular practice of external validation using non- 
sample data and well-specified cohorts is the fundamental of this assessment (29). Different 
medical-imaging modalities can be employed for a variety of clinical applications because of their 
distinctive qualities, varying responses to human body structure, and responses to organ tissue. 
Ultrasonic imaging, magnetic-resonance imaging (MRI), and computed tomography and projection 
imaging (such as x-ray imaging) is the most frequently employed image modalities for diagnostic 
analysis in clinics (MRI), as shown in Figure 5.4 (30). 

5.3.1 ML IN MEDICAL VISUALIZATION 

Machine learning in computer science and engineering is a fascinating field of research. It is regarded 
as a subset of AI since it makes it possible to conclude instances, a function of human intelligence. In 

FIGURE 5.4 Image of fundus, x-ray, CT, MRI.    
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the realm of medical-imaging research, machine-learning techniques are frequently employed as 
efficient classifiers and grouping algorithms (31). It is obvious why having a machine conduct 
routine, well-defined work is appealing. Computers have a greater propensity for consistency and 
tenacity than humans do. Given recent research showing that computers are capable of learning and 
even mastering tasks that were once thought to be beyond their scope, machine-learning techniques 
may become useful in computer-aided diagnostic and decision-support systems. The finding that, 
periodically, machines may be capable of “understanding” patterns that are imperceptible to the 
human eye is even more remarkable. This discovery has dramatically and significantly increased 
curiosity in machine learning, especially in relation to how it may be applied to the analysis of 
medical images. For instance, it has been demonstrated that machine learning can diagnose numerous 
illnesses from medical photos as well as medical professionals (29). 

5.3.1.1 What Is Machine Learning? 
Whenever an ML algorithm is applied to a set of variables and some knowledge about those data, 
the system could learn from the training examples and use what it has learned to produce a 
forecast. If the algorithm system modifies its variable values to improve performance, i.e., more 
test cases are correctly detected, then it is considered to be performing that task (32). Unsupervised 
learning, reinforcement learning, and supervised learning are the three main categories of machine- 
learning techniques. Reinforcement learning (RL) is insufficient for medical applications since an 
RL system’s choice will affect the patient’s future health as well as their access to treatment 
choices. As a result, it is more difficult to predict long-term impacts (33). 

If the training data set has labelled outputs that match the input data, that is the primary distinction 
between supervised and unsupervised learning. The difference between supervised and unsupervised 
learning is that the former infers a mathematical relationship between the inputs and the labelled 
outputs, while the latter infers a function that expresses hidden qualities found in the input data. 
Depending on the objective, the output data from supervised learning may have a categorical value or 
a numerical continuous value (34). 

5.3.1.2 Algorithm of Machine Learning 
The best feature weights can be determined using a variety of algorithms. These algorithms are based 
on various ways of modifying the feature weights and data presumptions. The following sections 
provide an overview of some of the most often used methods, including deep learning, decision trees, 
k-nearest neighbours, support-vector machines, and neural networks (35). 

5.3.1.2.1 Neural Networks 
Artificial neural networks (ANNs), also known as simulated neural networks, are the foundation of 
deep-learning algorithms (SNNs). By borrowing both their name and their physical makeup from the 
human brain, they mimic how organic neurons converse with one another. One or more hidden layers, 
an output layer, and a node layer are the components of an artificial neural network (ANN). The 
weight and threshold associated with each network, or artificial neuron, are connected to other nodes. 
A node is activated and starts sending data to the top layer of the network if its output rises beyond the 
specified threshold value. In any other case, no data is sent to the program’s next layer. For neural 
networks to grow and improve their accuracy over time, training data is necessary. However, if they 
are calibrated for accuracy, these learning algorithms turn into helpful features in AI and computer 
science by allowing us all to rapidly categorize and cluster data. Tasks in voice recognition or picture 
identification can be done very quickly, rather than taking hours when human experts perform manual 
categorization. One of the most popular neural networks is used in Google’s search algorithm (36). 

5.3.1.2.2 K-nearest Neighbours 
The k-nearest neighbours algorithm, often known as KNN or k-NN, is a supervised learning 
algorithm that makes predictions or classifications about the clustering of a single data point using 
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proximity. It can be used to solve classification or regression problems, but because it is predicated 
on the discovery of similar points that are adjacent to one another, it is most usually used as a 
classification tool (37). 

Classification issues are resolved by majority vote, which means that the term used most fre-
quently to describe a given data piece is adopted. Although plural voting is the correct term, the 
descriptor “majority vote” is usually used in literature. The distinction between the two phrases 
arises from the fact that “majority voting” legally calls for a plurality of much more than 50%, 
which works best if there are only two options. If there are several classes, let’s say four, you don’t 
need 50% of the vote to decide which class wins; you might assign a class label with more than 
25% of the vote (38). 

5.3.1.2.3 Support-Vector Machines 
The notion that the input data is converted to provide the biggest sector, or supporting vectors, 
between the two classes gives support vector machines their name. Support-vector machines allow 
for the free selection of the extent to which one desires a broad plane of separation versus the 
number of points that are wrong due to the wide plane (39). 

These learning machines have been around for a while, but recently, they have gained more 
traction due to the addition of basic functions that can categorize cases that cannot be classified 
linearly by leveraging nonlinear relationships between points in different dimensions. This prop-
erty distinguishes support vector-machine algorithms from many other machine-learning methods. 
An easy-to-understand example of the use of a nonlinear function is to convert data from an 
original space (the way the feature was collection and treatment instance, this same computed 
tomography attenuation) to a hyperdrive (the novel method the function is depicted example, the 
cosine of the CT absorption), where a hyperplane (a plane that appears to exist in that hyperdrive, 
with the concept of using the plane positioned to best detach the data points) (40). 

5.3.1.2.4 Decision Tree 
All of the machine-learning techniques that have been discussed so far have one significant 
drawback: it is typically impossible to extract the values used in the weights and activation 
functions to obtain information humans can understand. The important benefit of decision trees is 
that they provide rules that are understandable by humans for categorizing a particular case. The 
component of decision trees that relates to machine learning is the quick search for the various 
decision-point combinations that, when used, will produce the most accurate and simple tree. 
When the algorithm is run, one determines how critical it is to have accurate findings versus more 
choice points, as well as the maximal depth (i.e., the maximal number of decision points) and 
maximal breadth that is to be searched (41). 

5.3.1.2.5 Naive Bayes Algorithm 
Naive Bayes classifiers are a subset of classification algorithms based on the Bayes theorem. Instead 
of being a single algorithm, it is a collection of algorithms, and they are all predicated on the notion 
that just about every pairing of characteristics being classified is unrelated to every other pair (42). 

5.3.1.3 Application of ML 
5.3.1.3.1 ML in Skin Cancer Detection 
AI integration in smartphone apps can instruct users on how to conduct skin examinations and relay 
the results to a doctor. Every kind of skin lesion is assigned a category, like “benign” and “malig-
nant,” either “naevi” or “melanoma,” to construct a novel ML skin cancer algorithm (43). Deep- 
learning algorithms are instructed on an enormous number of photos from each class before being 
evaluated on a fresh image. Three basic steps make up the entire procedure. In stage 1, digitally 
enhanced macro or dermoscopic pictures tagged with the “ground truth” are the first images sent to 
the algorithm. In stage 2, convolutional layers divide the extracted features from the images. A 
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feature map is a levelled abstraction of the data’s visual representation. Low-level properties like 
edges, corners, and forms are extracted in the first convolutional layer. Higher-level information is 
gathered by later convolutional layers to determine the kind of skin lesion. In stage 3, feature maps 
are used by the machine-learning algorithm to differentiate between different kinds of skin lesion 
patterns. An updated image can now be classified using deep learning (44). Detection of skin cancer 
using ML is shown in Figure 5.5. 

5.3.1.3.2 Machine Learning in COVID-19 Diagnosis 
Machine-learning and deep-learning algorithms have been proven to help analyze the enormous 
high-dimensional features of medical photos. Patients with COVID-19 exhibit CT or x-ray findings 
similar to other viruses and atypical pneumonia diseases. As a result, machine-learning and deep- 
learning techniques may make it simpler to automatically distinguish COVID-19 from those other 
pneumonia infections. Several methods, notably Ensemble, VGG-16, ResNet, InceptionNetV3, 
MobileNet v2, Xception, CNN, VGG16, Truncated Inception Net, and KNN, have been used to 
analyze chest images of COVID-19 patients. Notably, using these approaches to x-rays has 
resulted in positive results. This finding is especially important because x-rays are widely available 
and inexpensive. These methods can determine the degree of COVID-19 pneumonia, as well as the 
likelihood of short-term death, in addition to separating COVID-19 individuals from non-COVID 
pneumonia cases (45). The availability of publicly available libraries of CT and x-ray pictures of 
individuals with COVID-19 has made it simpler to deploy machine-learning algorithms to a huge 
number of clinical images and also to conduct all the training and validation processes (46). 

More useful data for stratifying COVID-19 patients would come from an analysis of their 
clinical and demographic data, their relationship to aspects of CT and x-ray imaging, and the 
efficacy of machine-learning prediction approaches. Additionally, because deep-learning models 
are black boxes, one of their biggest problems in medical applications is the unpredictability of 
their results, which needs to be fixed (47). 

FIGURE 5.5 Detection of skin cancer using ML.    
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5.3.1.3.3 Machine Learning in Diagnosing Breast Cancer 
Machine learning can be used to aid with illness diagnosis in a healthcare context. It frequently 
uses ultrasound or x-ray pictures to aid in breast cancer screening. Methods using machine learning 
(ML) for identifying, evaluating, and categorizing breast cancer. Using machine learning, re-
searchers were provided with a digital photo of fine-needle aspiration (FNA) of a breast tumor 
(ML) (48). A breast cancer diagnosis utilizing a combination of mammography and ML techniques 
has been made (49). Prostate cancer and breast cancer Gleason grades have been successfully 
determined by analyses employing histopathology images and automated grading systems (50,51). 
ML algorithms for automated breast cancer and prostate cancer diagnosis and classification on 
digital histopathology images has also been shown by several previously reported methods (52). 

5.3.1.3.4 ML in Diagnosing Eye Diseases 
Recently, there has been a noticeable rise in the use of AI methods for diagnostic imaging, from 
processing through interpretation. Recent articles on the use of AI in radiography, electro-
encephalography, electrocardiogram (ECG), x-ray scanning, ultrasound imaging, and angiography 
employ MRI and CT more frequently than 50% of the time. Research efforts have focused on 
disorders with high prevalence, including cataracts, adult macular degeneration (AMD), glaucoma, 
as well as diabetic retinopathy (DR), among the uses of AI in ophthalmology. AI may be useful for 
decreasing clinical obligations as it allows doctors with less expertise to scan for diseases and 
identify them efficiently and fairly. AI has gained popularity in the field of ophthalmology since it 
may be used to uncover clinically meaningful features for diagnostic and predictive purposes. The 
efficiency of professionals and programs in diagnosing different eye-imaging modalities has been 
examined in several studies. Slit lamp images, optical coherence tomography (OCT), and fundus 
photography are a few of the AI methods utilized in ophthalmology (53). 

5.3.1.3.4.1 Fundus photography Normal FP typically involves the acquisition of pictures at 
one-field 45° to a posterior pole of a retina, and the complete retina can be observed at an angle of 
230° (54). Wider spectrum FP detection is a recent discovery in the field of AI diagnostics, and its 
advancement calls for more complex algorithms (55). AI may be applied in medical contexts to 
analyze retinal images and diagnose illnesses. The Google Chips and Amazon DeepLens cameras 
allow the possibility to integrate cutting-edge algorithms within devices, which is a useful strategy 
in a range of medical fields (56). The first self-driving AI-based DR diagnostic system, IDx-DR, 
was approved by the United States Food and Drug Administration in 2018. Recent efforts have 
sought to automate pupillary tracking by integrating an actuator into the fundus camera. It has been 
shown that Google Brain can estimate participants’ cardiovascular risk factors, like aging, systolic 
pressure, haemoglobin A1c, and sex, from a single fundus image, a feat that is unachievable for 
professional medical experts (57). More than 50,000 ocular pictures taken in a range of lighting 
conditions are available on Kaggle, one of the largest dataset model and data-processing com-
petition websites in the world, with severity ratings ranging from 0 to 4. Additionally, EyePACS 
and MESSIDOR are the two most used photo datasets for DR classification (58). Figure 5.6 shows 
the application of DL algorithm for automatic detection of eye disorders. 

5.3.1.3.4.2 Optical Coherence Tomography (OCT): OCT is a non-invasive, non-contact 
optical image-based diagnostic method that aids in the diagnosis of several macular diseases and 
provides detailed data about retinal morphology (59). An ML technique was recommended to predict 
the need for anti-VEGF medicine based on OCT pictures obtained during the initial examination. AUCs 
of 0.77 and 0.07, respectively, were found for the groups having low and high treatment regimens (60). 

Retinal OCT may provide insights for early detection of neurodegenerative inside the brain, 
including Alzheimer’s disease, according to recent research that analyzed a unique mix of retinal 
OCT and MRI images (61). 
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5.3.1.3.4.3 Slit Lamp Using just a slit lamp, an elevated light source, to project a narrow stream 
of light into the eye allows one to inspect the posterior and anterior segments of the eye. The bulk 
of the eye and its adnexa receive broad illumination as a means of facilitating general observation. 
Congenital cataracts are a significant contributor to childhood blindness, and their identification 
requires the use of slit-lamp images (62,63). The phenotypic of congenital cataracts are much more 
complex than senile cataracts. Both the variability of cataract patients and the complexity of their 
ocular pictures can be seen in slit-lamp images. 

5.3.1.3.5 ML in Diagnosing Brain Disorder 
AI models as an assisting tool for various frameworks of brain care, such as selecting candidates 
for surgical intervention, target description for the operative procedure, route description for 
corrective surgery, designing of tissue deformation for intra-operative support, and patient prog-
nosis for postoperative assessment (64). 

AI-enhanced brain care can help patients with a variety of neurological conditions, including 
epilepsy, brain tumours, lesions, Parkinson’s disease, brain traumas, and cerebrovascular abnor-
malities. Techniques for natural language processing (NLP), including gradient boosting machine 
(GBM), sparse autoencoder (SAE), genetic algorithm (GA), ANN, SVM, fuzzy C-means, RF, and k- 
means, were all used. In addition, customized approaches and lesser ML algorithms were adopted. 
There were several utilizations of data types, such as magnetic resonance, computed tomography, 
IUS, DTI, HSI, EHR, MER, and functional near-infrared spectroscopy (fNIRS) (65). 

5.3.2 DEEP LEARNING IN MEDICAL VISUALIZATION 

DL is an AI area that has expanded quickly in recent years. DL is essentially a subset of the larger 
family of machine learning that uses neural networks (similar to the neurons in our brains) to 
simulate behaviour resembling that of the human brain. To possibly find patterns and classify the 
information following those patterns, DL algorithms concentrate on mechanisms for information- 
processing patterns. DL uses larger data sets than ML does, and the prediction method is self- 
managed by the machines (66). Due to its many advantages, including its versatility, high 
performance, potent generalization capability, and wide range of applications, the science world 

FIGURE 5.6 Application of DL algorithm for automatic detection of eye disorders.    
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has focused on DL. The development of increasingly powerful computers and the abundance of 
medical data have both greatly increased interest in this sector (67). The various invitations, 
challenges, conferences, or findings that are presented by research organizations worldwide 
demonstrate the interest in DL (68). As new developments are routinely produced, the numerous 
contributions increase the effectiveness of the current models (69). Additionally, the growth of DL 
has been aided in many scientific fields, including medicine, by the production of enormous 
amounts of digital data, robust computer facilities, graphics processing units (GPU), and cloud- 
based services. Deep learning can be thought of as an improvement over conventional artificial 
neural networks because it builds a network with multiple (more than two) layers (70). Deep neural 
networks (DNN) can find hierarchical feature representations in which the higher-level features 
can be inferred from the lower-level characteristics. 

To determine the local anatomical properties, several medical image-processing techniques now 
in use rely on morphological feature representations. However, most of these feature representa-
tions were created manually, by specialists, and required a lot of time and work. Additionally, the 
properties of the designed images are frequently problem-specific and barely reusable, meaning 
they are not guaranteed to function for other image kinds. For instance, the imaging segmentation 
and registration methods created for T1-weighted 1.5-Tesla brain MR pictures do not apply to T1- 
weighted 7.0-Tesla images (71), let alone to images of other modalities or organs. The difference 
between ML and AI is shown in Figure 5.7. 

Deep-learning-based AI has proven beneficial in several medical disciplines. It excels partic-
ularly in strictly delineated clinical tasks where the vast majority of the data necessary for the 
assignment is enclosed inside the data, depicted as a 1D signal (such as electrocardiography), 2D 
or 3D medical imaging (such as a fundus images picture or optical coherence tomography), or 
organized electronic medical record (72). 

Because diagnoses in dermatology are primarily based on visual appearance, applications in this 
field are particularly well suited for AI. This idea was proven by a study in which the researchers 
trained a CNN to categorize lesions from images of skin illness (73). Malignant melanomas and 
carcinomas might be distinguished with an accuracy comparable to those of up to 21 board- 
certified dermatologists. In a second dermatology application, a CNN outperformed a panel of 

FIGURE 5.7 Classical difference between ML and AI.    
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doctors who conducted the same examination in a time-consuming manual approach or even 
outperformed them. This application concerned onychomycosis diagnosis (74). 

5.4 AI SOFTWARE IN MEDICAL VISUALIZATION 

As technology continues to revolutionize every aspect of healthcare, software utilizing AI, espe-
cially notably the component of AI referred to as ML, has emerged as an ever-significant part of a 
growing array of medical equipment. Medical devices having ML capability have drawn more 
attention in recent years. Over the past 10 years, the FDA has investigated and approved a rising 
number of devices that have been legally sold (via 510(k) clearance, granted De Novo request, or 
granted PMA) with ML, and it predicts that this trend will continue (75). 

The best general-purpose AI imaging tools are Quibim, Enlitic, Butterfly Network, Lunit, 
ChironX, Aidoc, Contextflow, and 4Quant. Here is a list of some of the most recent AI/ML-based 
software that the USFDA has authorized is enlisted in, Table 5.1. 

5.5 AI-BASED MEDICAL IMAGE SEGMENTATION FOR 3D PRINTING 

A crucial part of many areas of medical research, instruction, and clinical practice is feature 
extraction for 3D printers and 3D visualization. Computerized quantifications and visualization 
techniques must be highly developed for medical picture segmentation. As AI technology has 
advanced, it is now possible to swiftly and correctly identify tumours or organs in medical imaging 
and automatically outline them (76). The process of extracting areas of interest (ROIs) using 3D 
image data, such as that from CT or MRI scans, is known as medical-image segmentation. The 
major objective of segregating this information is to locate the anatomical regions needed for a 
given study, such as simulating physical attributes or realistically putting implants with CAD 
designs inside of patients. Recent developments in AI-based software applications are making it 
simpler to execute common jobs like medical image segmentation, which is a time-consuming 
task (77). 

From the segmented image medical experts can now design patient-specific medical gadgets to 
aid in surgery planning thanks to 3D printing (3DP). A variety of tools can be used to produce 
anatomical models from patient scans; however, research on the geometrical variance produced 
during the digital translation of images to models is few (78). Deep convolutional neural networks 
(DCNN) are used in AI-based segmentation in the AIMIS3D platform to automatically extract 
tumour and organ borders (79). Using DCNN, a new technique for computer-aided design (CAD) 
analysis, it is possible to automatically extract characteristics and monitor vast volumes of data to 
create quantitative choices (80). There is a growing belief that deep-learning research could be a 
viable replacement for manual, traditional approaches to image recognition and pattern classifi-
cation issues. 

5.5.1 SEGMENTATION TECHNIQUES 

Automatic segmentation is typically offered by segmentation applications like Vital Images 
Advanced Visualization by Vitrea. To automatically or even partially automatically separate 
particular organs from surrounding tissues, it makes use of sophisticated algorithms. Auto- 
segmentation software uses a pre-set algorithm, which is based on the anatomical of interest to let 
the user choose which region to segment. The automatic and interactive segmentation technologies 
both contribute to the 3D models. From the models, many anatomical regions can be integrated. 
They are also generated like a STL file for further reworking and 3D printing. When geographic 
segmentation divides 3D objects, an arterial phase volume that displays the artery and a venous 
phase’s volume that displays the veins are utilized (81). 
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5.5.2 APPLICATION OF AI-BASED SEGMENTATION FOR 3D PRINTING 

A platform-independent, extensible, 3-dimensional, automated-segmentation image-processing 
application has made significant progress. The lumbar spine, cancer, arteries, and nearby nerves 
were divided and visualized as 3D objects using CT images of the osteosarcoma. The lumbar spine 
might be printed in 3D to demonstrate how tumour tissue has infiltrated and destroyed the bone 
cortex. In breast cancer, the tumour target position must be precisely irradiated during radiation 
therapy. Nevertheless, with each treatment, the patient’s position could alter and the breast could 
move to other locations. A plastic breast bra that was 3D printed was utilized to limit breast 
mobility and reduce breast position shift, which was quantitatively assessed on CT images. The 3D 
conversion was done using CT breast cancer patient images (82). The segmentation pattern of joint 
bone is shown for 3D printing in Figure 5.8. 

5.6 CONCLUSION 

The AI-enabled medical visualization can lead to more accurate & speedy outcomes. The image 
processing in medical visualization can make better image structuring & advance image data 
interpreting. AI subset as machine learning & deep learning can provide better more relevant 
image data analysis for diagnosis or treatment as discussed for skin cancer detection, COVID-19 
diagnosis, diagnosing breast cancer, eye diseases, diagnosing brain disorder. The image-data 
recording becomes more sophisticated using AI. The dataset is a key important factor for any AI- 
enabled system. AI-based medical image segmentation for 3D printing is a major advancement in 
medical image visualization for better medical-oriented services. The various application of AI- 
based segmentation for 3-D printing assist in better outcomes. 
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6.1 INTRODUCTION 

Depression is a common mental health disorder that causes people to feel sad for long periods and 
lose interest in things they used to enjoy or find rewarding. It is a disease that can disrupt one’s 
productivity in daily activities, sleep, and appetite. Globally, mental disorders represent the 
greatest burden of noncommunicable diseases. They are accountable for a significant number of 
disability-adjusted life years (DALYs) lost by populations. Depression is one of the most prevalent 
mental disorders. Early detection of depression can enhance the efficacy of treatment. This study 
aims to use machine learning to identify early signs of depression by analyzing people’s daily 
activities. Multiple machine-learning models were trained on a dataset containing both real and 
synthetic samples. The process of data collection has two components. The first section consisted 
of a questionnaire based on the Hamilton Depression Rating Scale (HDRS). The other section 
consisted of 18 questions regarding daily activities and behavior. To eliminate inconsistencies, the 
raw dataset was sanitized, normalized, and preprocessed. The dataset was then used to train 
classification models using a variety of machine-learning algorithms, including K-Nearest 
Neighbors (KNN), support-vector machines (SVM), decision trees (DT), linear discriminant 
analysis (LDA), and Gaussian Naive Bayes. We examined the efficacy of the synthetic minority 
oversampling technique (SMOTE) and random undersampling in preventing overfitting, which 
could occur if the dataset was unbalanced. Various performance metrics, including precision, 
specificity, sensitivity, AUC-ROC score, f-score, etc., were used to evaluate the techniques. 
Combining a decision tree classifier with SMOTE produced the best results. The accuracy score 
was increased to 84.7 percent using hyperparameter optimization and grid search, and the AUC- 
ROC was raised to 0.934. 

Depression impairs cognitive and social functioning, leading to decreased performance in the 
workplace and elsewhere [1]. It even affects the quality of interpersonal relationships, especially 
with family [2,3]. Hence, early identification and treatment of depression can help improve one’s 
life. Early detection and appropriate treatment of the disease can promote remission, prevent 
relapse, and reduce the burden of the symptoms on the individual. 

The majority of mental health disorders are diagnosed by expert clinicians, although there are self- 
reporting or assessment tools for certain diseases (such as depression and anxiety disorders). 
The specialists utilize a variety of rating scales based on disease diagnostic manuals such as DSM-V, 
ICD-10 Ch. 5, etc. With an acute shortage of mental health professionals and an ever-increasing 
prevalence of mental disorders, there is an urgent need to automate the task of diagnosing mental 
disease so that healthcare providers can screen large numbers of individuals in less time. Artificial 
intelligence and machine learning may help accomplish this goal. In addition to clinician-administered 
tests, there are self-reporting instruments for some mental health disorders, such as depression dis-
orders. The available screening tools focus solely on how a person feels, without examining other 
behavioral characteristics. However, behavioral assessment may provide useful hints for exploring in 
greater depth why a person feels a certain way and what types of daily challenges are being faced. It can 
aid in both disease diagnosis and the prescription of an effective treatment. 

The purpose of this study was to use machine-learning techniques to infer the onset of 
depression based on certain behavioral cues from a person’s daily activities. For this purpose, a 
dataset capturing 18 critical activity parameters of an individual, along with HDRS scales, was 
used. The dataset was cleaned and standardized so that more accurate predictions could be made. 
Several machine-learning models were trained on this dataset using a variety of algorithms, and 
their performance was compared. The best-performing algorithm was used as a model for a system 
with a graphical user interface that was built with Python’s KivyMD package. A person can put in 
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their values for the 18 traits, and if depression is found, they will be notified so they can get help 
from a trained professional. 

6.2 LITERATURE REVIEW 

As a result of technological advancements, artificial intelligence is permeating the mental health 
and well-being space. This area of study has increasingly become the focus of a variety of dis-
ciplines. To get an idea of the increasing interest in the area, we analyzed several research pub-
lications in the Google Scholar database. Advanced search options were used to retrieve the results 
for each of the years starting in 2011 and ending in 2021. The search string was “depression 
detection using machine learning.” Furthermore, under advanced options, some extra key words 
were supplied, including deep learning, depression, SVM, KNN, classification, ANN, major 
depressive disorder, etc. Figure 6.1 shows an increasing trend in the number of research publi-
cations during recent years. 

There is an ongoing effort to use machine learning to make early depression diagnoses using a 
variety of data. These studies have varying characteristics which they use to identify people with 
depression, like audio files [4], surveys [5,6], MRI scans [7,8] and even comments on social media 
sites [9,10]. Artificial neural networks (ANN), support-vector machines (SVM), k-nearest neighbors 
(KNN), decision trees, and random forests are among the most frequently employed machine- 
learning algorithms for this purpose. Some studies, like that by Nemesure et al. [11], even used a 
combination of algorithms whose output was used as an input in a higher-level classifier. There are a 
few limitations to the datasets used by the studies conducted in this field. Rubin-Falcone et al. [7] 
used MRI scans, which can be expensive and hence would not be an ideal method to identify 
depression at an early stage in a way that is accessible to most people. Islam et al. [9] used some 
advanced software like NCapture and LIWC, which has the same problem of accessibility as Rubin- 
Falcone et al.’s MRI scans. Furthermore, several studies used datasets of a small group of participants 
or even a small number of characteristics to compare. Even those by Nemesure et al. [11] and 

FIGURE 6.1 Number of research papers on depression detection using ML in Google Scholar.    
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Kasthurirathne et al. [12], which use very large datasets, collect data from hospitals and universities, 
may be unable to capture a variety of instances in the population. This inability limits the general-
izability of the results. Additionally, the datasets tend to be heavily imbalanced since the population 
of those depressed is much lower than the healthy population. Na et al. [13] tried to address this issue 
by using the Synthetic Minority Oversampling Technique (SMOTE). However, the several synthetic 
samples created could pose a problem when created without considering the majority class, which 
can lead to the creation of ambiguous examples. Apart from accuracy, various metrics are used to 
measure the efficacy of the machine-learning algorithm. Most studies use the area under the receiver- 
operating characteristic curve (AUC-ROC), which is one of the most widely used evaluation metrics 
for such classification models. Precision, sensitivity, and specificity are other parameters related to 
the AUC-ROC, which are frequently mentioned. Some studies even highlight the use of a confusion 
matrix to obtain false positive and false negative statistics. Other metrics include the F1 score [9,14], 
the Brier score [15], and the mean kappa index [8]. However, given that the AUC-ROC is one of the 
most reliable performance-measuring metrics, this study will use it to measure the machine-learning 
model’s efficacy. Furthermore, the precision, recall, and F1 score will also be used. Figure 6.2 shows 
the essential components of a depression-detection system. 

Several studies have been conducted to identify people with depression using machine learning, 
as shown in Table 6.1 below. 

6.2.1 DIAGNOSTIC TOOLS AND SCALES FOR DEPRESSION 

A number of scales and tools are used for depression screening. Some of them are used by a 
qualified practitioner, while others can be used as a self-assessment tool. 

FIGURE 6.2 Essential components of a typical depression detection ecosystem.    
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6.3 MATERIALS AND METHODS 

The steps taken to achieve the final result of an application that can identify people with depression 
are outlined in Figure 6.3. 

6.3.1 DATASET 

The process of data collection has two components. The first section consisted of a questionnaire 
based on the Hamilton Depression Rating Scale (HDRS). The other section consisted of 18 questions 
regarding daily activities and behavior. About 2000 of these entries were found through surveys, and 
the other 3000 were synthesized. The dataset contains two parts: one part with 18 general traits and 
attributes of people who consented to the study, and the other part is the class of depressed or healthy 
individuals identified using the Hamilton Depression Rating Scale (HDRS). 

6.3.2 CLEANING AND STANDARDIZING THE DATASET 

Given that the dataset was obtained via survey, a few missing values had to be filled. For char-
acteristics that could have decimal values, the mean was used to fill the blank spaces. For char-
acteristics with integer values, the mode was used to fill blank spaces. Inputs of characteristics, 
which are words, were arbitrarily assigned consecutive integer values. The scaler function in the 
Scikitlearn Python library was used to standardize the dataset. 

6.3.3 BALANCING THE DATASET 

The dataset contains 3885 entries for individuals classified as healthy and 1225 entries for in-
dividuals classified as depressed, as illustrated in Figure 6.4. The ratio of depressed to healthy 
entries is 35:111, indicating that the dataset is clearly imbalanced. This imbalance may result in a 
more inaccurate machine-learning model. As a result, the SMOTE function [18] from the imblearn 
Python library was used to balance the data. Additionally, a combination of SMOTE and random 
undersampling was used to balance the dataset, taking the majority class into account. When these 
two functions were pipelined together, the RandomUnderSampler function in imblearn was used 
with a sampling strategy of 0.5 and SMOTE with a sampling strategy of 0.4. 

FIGURE 6.3 Outlining the process of the methodology used in the research.    
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6.3.4 TRAINING AND CROSS-VALIDATION 

Linear discriminant analysis, K-neighbors classifier, decision tree classifier, Gaussian NB, and 
SVM were the five machine-learning algorithms that were trained and compared. 

6.3.4.1 K-Nearest Neighbors Classifier 
K nearest neighbors is a simple but critical machine-learning algorithm. It is the most frequently used 
algorithm for classification and pattern-recognition tasks, which makes it an excellent candidate for 
this research. This algorithm first determines the number of neighbors (K) and then computes the 
euclidean distance between data points to determine the K nearest neighbors. The model operates by 
assigning a new data point to the category with the greatest number of neighbors [19]. This algorithm 
is straightforward to implement and performs better when dealing with large datasets. However, the 
computational cost associated with determining the value of K and calculating the euclidean distance 
between data points is considerable. Finally, because KNN may fail to perform well when there are 
too many features, dimensionality reduction techniques such as feature selection can be used. 

6.3.4.2 Decision Tree 
The name implies the use of a tree-like flowchart to generate predictions via various feature-based 
splits. This classification technique divides a population into branch-like segments that form an 
inverted tree with a root node, internal nodes, and leaf nodes. The algorithm is non-parametric, which 
enables it to efficiently handle large, complex datasets without imposing a complex parametric 
structure [20]. They are capable of handling both continuous and categorical variables, which are 
both present in the dataset used in this study. 

6.3.4.3 Linear Discriminant Analysis 
Linear discriminant analysis is extremely efficient at solving multiple classification problems with 
well-separated classes. The method’s intuition is to find a subspace with a lower dimension than 
the original data sample dimension, in which the original problem’s data points are “separable” 
[21]. LDA’s fundamental concept is to project data points onto a line to maximize scatter between 

FIGURE 6.4 Distribution of data by class.    
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classes and minimize scatter within each class, resulting in easily distinguishable classes. It is a 
linear projection computation. LDA assumes that the data points have a Gaussian distribution and 
that, when plotted, they form a bell-shaped curve. 

6.3.4.4 Gaussian Naive Bayes 
Gaussian Naive Bayes is a classification technique founded on Bayes’ theorem, which presupposes 
predictor independence. It takes each data point and assigns it to the class to which it is most 
similar. Rather than calculating that proximity using the euclidean distance from the class means, 
the GNB considers not only the distance from the mean but also its relationship to the class 
variance [22]. When this assumption of independence held true, this model outperformed others 
and required less data to train. However, in practice, it is nearly impossible for all of a dataset’s 
features to be completely independent of one another. 

6.3.4.5 Support-Vector Machine 
The support-vector machine (SVM) is a supervised machine-learning algorithm that is typically used 
to solve classification problems. Each data point is plotted in an n-dimensional space using this 
algorithm, where n is the number of features in a given dataset. The machine is based on separating 
hyperplanes defined by data classes [23]. This algorithm performs well with multidimensional data 
and is particularly effective at obtaining a distinct margin of separation. However, when dealing with 
large datasets, the required training time increases, increasing the model’s computational cost. 
Additionally, it does not work well with datasets that contain a high level of noise and have a high 
degree of overlap between the target classes. With a test size of 30% and an arbitrary random state of 
6, the train-test-split function from the Scikit Learn library was used. Finally, a 10-fold cross vali-
dation was used to determine the algorithms’ performance on the dataset. 

6.4 EXPERIMENTAL RESULTS 

6.4.1 TOOLS AND SET-UP 

The following is a list of Python libraries used to create the machine-learning algorithm along with 
the application: 

6.4.1.1 Scikit Learn 
Scikit Learn is a large Python library that enables the easy implementation of a wide variety of 
machine-learning algorithms. It includes packages for several commonly used machine-learning 
algorithms, including DT, KNN, LDA, GNB, and SVC. Additionally, this module was used to 
improve the consistency of the dataset by importing the standard scaler function. 

6.4.1.2 Imblearn 
Imbalanced-learn is a Python module that helps balance significantly skewed datasets due to 
distinct majority and minority classes. This library contains the random undersampler and the 
synthetic minority oversampling technique (SMOTE), which were used to balance the dataset due 
to the clear majority of healthy individuals. 

6.4.1.3 Numpy 
Numpy provides a number of techniques for processing data from large multi-dimensional arrays 
and includes a number of mathematical functions. It was primarily used in this project to calculate 
the mean of the area under the curve to evaluate the machine-learning models’ efficacy. 

6.4.1.4 Pandas 
Pandas is a widely used library for data analysis. It was primarily used to clean the data in this 
project so that it could be easily standardized and trained using the Scikit learn package. 
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6.4.1.5 Joblib 
Joblib is a Python library that simplifies the process of saving and loading data-related Python 
objects. It was used in this project to store the final machine-learning model that was used in the 
application, preventing it from having to be trained each time. This aided in time savings but was 
computationally inefficient. 

6.4.1.6 Kivy 
Kivy is a simple Python library that enables the development of cross-platform applications for 
Windows, macOS, Android, iOS, and Linux. It was used to create a user interface through which a 
user could input data to be cross-referenced by the machine-learning algorithm, which would then 
provide an output. Kivy has its own syntax and is easily integrated into Python. 

The computer system used in the experiment had an Intel i5 processor, 8 GB of RAM, and the 
Windows 10 Pro operating system. 

6.4.2 EVALUATING THE EFFICACY OF MODELS 

The following five metrics were used to evaluate and select the most suitable model to use in the 
application: 

6.4.2.1 Accuracy 
It is the percentage of classifications the model correctly predicts. It is obtained after testing and a 
10-fold cross-validation. 

6.4.2.2 AUC-ROC 
The receiver operating characteristics curve is a probability curve, and the area under the curve is a 
measure of how well the model can distinguish between classes. The higher the AUC, the better 
the model is at distinguishing classes. This value was obtained after undergoing a 10-fold cross 
validation. 

6.4.2.3 Precision 
It is the ratio of the true positives to the sum of the true and false positives. 

6.4.2.4 Recall 
It is the ratio of true positives to the sum of true positives and false negatives. 

6.4.2.5 F1 score 
It is the weighted harmonic mean of precision and recall. A better model will have an F1 score 
closer to 1. 

Table 6.2 displays the results obtained from the original dataset without SMOTE class bal-
ancing. As the majority of samples belong to class 0, all models become skewed toward this class 
(class 0). The GNB classifier has the highest accuracy (76.40%) in this instance. It also results in 
the highest AUC-ROC score (0.757). Regarding class 0 and class 1 precision, DT and GNB are the 
best performers for their respective classes. Nevertheless, it is evident from the recall metric that 
all classifiers perform poorly in terms of depression detection due to class 1’s low recall value. The 
DT classifier exhibits the highest recall value in this instance. 

To mitigate the impact of class imbalance on poor class 1 recall, we employ the SMOTE 
technique for class balancing. The performance of classifiers after application of SMOTE is 
depicted in Table 6.3. It results in an improvement in overall performance, particularly the pre-
cision and recall values for depression class (class 1). The DT classifier achieves the best accuracy, 
AUC score, class 1 precision, and F1-score values in this instance. The GNB classifier achieves the 
highest class 1 recall rate. 
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In the literature, random undersampling for the majority class has been used extensively as an 
adjunct to SMOTE. The random undersampling and SMOTE combination was evaluated. The results 
are displayed in Table 6.4. However, random undersampling does not improve the performance 
of the ML algorithms tested; rather, it degrades it. The accuracy of DT classifiers decreases from 
83.50% to 75.50%. 

The joblib library was used to create a.sav file with the machine learning model. Using the Kivy 
library, a GUI was created with prompts so that a user could input their values for the 18 char-
acteristics. These values were compared and evaluated by the model, which produced an output 
that was reflected on the user interface and indicated whether they were depressed or healthy. 

TABLE 6.2 
Performance Metrics of Models Trained on Imbalanced Dataset Without Using SMOTE or 
Random Undersampling           

ML Model Accuracy AUC-ROC Precision Recall F1-Score 

0 1 0 1 0 1  

GNB 76.4% 0.757 0.77 0.51 0.98 0.08 0.86 0.13 

SVC 76.0% 0.520 0.76 0.00 1.00 0.00 0.87 0.00 

LDA 75.9% 0.748 0.79 0.52 0.94 0.21 0.86 0.30 

DT 75.3% 0.665 0.83 0.48 0.84 0.46 0.84 0.47 

KNN 71.5% 0.512 0.76 0.24 0.92 0.08 0.83 0.12    

TABLE 6.3 
Performance Metrics of Models Trained Using Only SMOTE           

ML Model Accuracy AUC-ROC Precision Recall F1-Score 

0 1 0 1 0 1  

DT 83.5% 0.839 0.82 0.83 0.83 0.82 0.82 0.83 

GNB 74.2% 0.831 0.85 0.68 0.57 0.90 0.68 0.78 

LDA 70.4% 0.768 0.72 0.69 0.65 0.75 0.69 0.72 

KNN 66.4% 0.729 0.69 0.65 0.60 0.73 0.64 0.69 

SVC 51.6% 0.523 0.51 0.53 0.61 0.43 0.55 0.48    

TABLE 6.4 
Performance Metrics of Models Trained Using SMOTE and Random Undersampling           

ML Model Accuracy AUC-ROC Precision Recall F1-Score 

0 1 0 1 0 1  

DT 75.5% 0.733 0.80 0.63 0.83 0.59 0.81 0.61 

GNB 71.8% 0.773 0.76 0.65 0.88 0.44 0.82 0.53 

LDA 69.9% 0.752 0.74 0.61 0.88 0.36 0.80 0.45 

SVC 66.7% 0.541 0.67 0.00 1.00 0.00 0.80 0.00 

KNN 62.9% 0.581 0.70 0.43 0.79 0.32 0.74 0.37    
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6.5 DISCUSSION 

Tables 6.2, 6.3, and 6.4 above show the results obtained before and after balancing the dataset 
using SMOTE and random undersampling. Overall, the decision tree algorithm with SMOTE had 
the best efficacy. It had the highest accuracy of 83.5% and an AUC-ROC of 0.839. Furthermore, 
the precision, recall, and F1 score were consistently high, around 0.82 or 0.83. This result shows 
that the model can, a lot of the time, figure out who is depressed and healthy. The decision tree 
algorithm can be further optimized using the GridSearchCV function found in the Scikit Learn 
library. It is a function that is fit with different hyperparameters for the decision tree to find the 
optimal combination. The criterion parameter had two options: gini and entropy. Max depth was 
arbitrarily assigned a range of 1–15, min samples per leaf 1–10, and min samples per split 1–15. 
After a few attempts, the combination that yielded the highest accuracy had criterion as entropy, 
max depth as 14, min samples leaf as 2, and min samples split as 14. The accuracy of this 
algorithm was 84.7%, and the AUC-ROC was 0.934. 

This model was imported using the joblib library, and a GUI was created using the kivy library. 
Shown below is a picture of the user interface in which a user would input their values for the 18 
characteristics. After clicking the submit button, the values would be cross-referenced with the 
model, and one of the two following outputs would be displayed. 

6.6 LIMITATIONS 

Although the machine-learning model works with relatively high accuracy and AUC-ROC, there 
are a few limitations to this project. First, the dataset can be improved on by adding more char-
acteristics so that a correlation between them, and depression can be identified for more accurate 
identification. Furthermore, a larger dataset using surveys from people all around the world can be 
used to improve the applicability of the project. This, however, will necessitate a significant 
number of resources, which may not be readily available. 

Second, other machine-learning algorithms can be explored, too. This research only considered 
popular algorithms and left out others like random forest and deep neural networks, which may 
yield more accurate results. Furthermore, other forms of cross validation like K-fold cross vali-
dation or LOOCV should be considered too to find the optimal method. 

6.7 CONCLUSION 

This paper has demonstrated that machine learning can be used to identify people with depression 
with an accuracy of 84.7%. Using a large dataset of over 5000 entries, training a decision tree 
algorithm has proven effective in detecting depression in a way that is easily accessible by people 
via a smartphone or a laptop. Depression is a disease for which appropriate treatment after early 
detection can help reduce the effect of symptoms and even encourage remission. However, it must 
be acknowledged that this form of detection is not perfect and can be improved. Future work could 
include using multiple algorithms whose output could be used as an input for a higher-level 
algorithm. Also, more characteristics could be found so that the machine-learning algorithm can be 
trained more accurately. 
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7.1 INTRODUCTION 

According to the World Cancer Research Fund International, breast cancer is the most common 
cancer among women and the most common cancer overall. Therefore, an important question 
arises of creating a method for the early diagnosis of breast cancer. Such a method should 
be simple, cheap, accurate, and non-traumatic. Currently, common diagnostic methods, such as 
clinical review, mammography, and aspiration biopsy, do not always show high accuracy and 
can be traumatic. 
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Our work is focused on considering the machine-learning methods for diagnosing breast cancer 
obtaining features using fractal analysis of the distribution of chromatin in Feulgen-stained images 
of buccal epithelial nuclei (Andreichuk et al. 2021; Klyushin et al. 2021). 

7.2 MALIGNANT-ASSOCIATED CHANGES IN BUCCAL EPITHELIUM 

Malignant-associated changes in cells distant from a tumor were discovered by H. Nieburg 
(Nieburgs, Herman, and Reisman 1962, Nieburgs 1968). He discovered the lability of X-chromatin in 
somatic cells depending on functional changes in the body and the general somatic environment. If 
there was a malignant tumor in an organism, changes in the content of X-chromatin in the buccal 
epithelium and peripheral blood neutrophils were observed. Oncologists have found that the number 
of cells with X-chromatin correlates with impaired functionality of the heterocyclic X chromosome. 

Tumor-associated changes were manifested as increases in nuclei of epitheliocytes and the size of 
zones of limited chromatin with light halo. Similar phenomena were found in the nuclei of cells of 
other organs. Obrapalska et al. (1973) reported that tumor-associated changes in the buccal epithe-
lium were observed in more than 70% of cancer patients. Increasing of DNA content in the nuclei of 
epitheliocytes in patients with melanoma was found in comparison with the control group of prac-
tically healthy people. In addition, in patients with melanoma, a decreasing amount of X-chromatin 
was found compared with patients who had benign tumors or healthy people. In women with breast 
cancer, increasing of DNA content and the size of the interphase nuclei of the buccal epithelium was 
recorded. At the same time, it was reported in (Ogden, Cowpe, and Green 1990) that in men with 
bronchial epithelioma and healthy men, the difference between the amount of DNA in buccal epi-
thelial epithelial cells was not insignificant. 

The buccal epithelium is a popular target for early disease detection (Rathbone, Drummond, and 
Tucker 1994; Rosin 1992; Prasad, Mukundan, and Krishnaswamy 1995). It is a fairly accurate 
reflects health of a person. For example, by the proportion of nuclei with negative electrical charge of 
the buccal epithelium and the speed of nuclei movement during microelectrophoresis, one can 
determine the a person’s biological age and other indicators. Using the buccal epithelium, the genetic 
effects caused by a toxic environment can be assessed. For example, under the influence of genotoxic 
carcinogens (in particular, tobacco), the number of micronuclei in exfoliative cells can increase 
10 times compared to the control (Nair et al. 1991; Tolbert, Shy, and Allen 1992). Therefore, a 
change in the number of micronuclei can be considered a marker of various pathologies. For ex-
ample, after chemotherapy or radiation therapy, the number of micronuclei in the oral cavity of 
cancer patients increases. The same phenomenon has been observed in people chewing carcinogenic 
gums (Adhraryn, Dave, and Trivedi 1991) or exposed to mutagenic influences (Sarto et al. 1990). 

Chromatin makes it possible to assess the level of buccal epithelium differentiation in patients 
with gastric or duodenal ulcers. This assessment uses indicators such as the index of maturation, 
differentiation, and the karyopyknotic index. Changes of the normal differentiation of the buccal 
epithelium are a sign of some disorders. Cellular atypia of the buccal epithelium strongly correlates 
with precancerous and neoplastic changes and makes it possible to almost accurate diagnose these 
diseases. Also, changes of the buccal epithelium differentiation can occur due to metabolic and 
hormonal disturbances, as well as mechanical influences and chemical reactions (Schonwetter, 
Stolzenberg, and Zasloff 1995). 

Palcic et al. (1994) found that changes in DNA content and chromatin texture in the nucleus are 
associated with the appearance of malignant neoplasms. These changes were found in normal cells 
outside the tumor. Presumably, this is how normal cells react to malignant changes in organs (in 
particular, in the mammary gland). This finding allowed the authors to suggest that tumor- 
associated changes are strongly pronounced near the tumor and fade or disappear as they move 
away from it, or after it disappears due to a surgical operation. On this basis, the authors proposed 
the use of quantitative cytospectrophotometry for the diagnosis of early forms of cancer and its 
prognosis. 
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Ogden et al. (1990) attempted to evaluate the effect of a tumor on the buccal epithelium to 
characterize processes in organs distant from the tumor. Changes in the size of nuclei and nuclear 
membranes, as well as chromatin heterogeneity, were found in almost 80% of patients with various 
tumors. However, the researchers were unable to identify clear patterns, with the exception of an 
increase in the nuclei of buccal epithelium cells and a change in the nuclear-cytoplasmic ratio. 
Nevertheless, they confirmed the effect of tumors on the condition of the buccal epithelium. 

The traditional object of study of genomic DNA has been blood, but recently, researchers have 
increasingly focused their attention on the DNA of buccal epithelial cells. An analysis of the 
literature demonstrates that a malignant tumor has a hidden effect on many body systems, causing 
a corresponding reaction, in particular, in the buccal epithelium. 

As well-known the nucleus chromatin is classified as condensed or decondensed. The level of 
chromosome decondensation can vary. Complete decondensed chromatine is called euchromatin, 
and completely condensed chromatin is called heterochromatin. Heterochromatin may be intensely 
stained with Feulgen stain and may be definitely registered using a light microscope (Figure 7.1). 

Lieberman-Aiden et al. (2009) found that DNA in the cell nucleus is packed into a globule that 
looks like a folded three-dimensional Peano curve. This finding led to intensive research into the 
fractal properties of cells. Currently, the fractal dimension of cells is used to assess their hetero-
geneity in endometrial hyperplasia and highly differentiated endometrioid carcinoma (Bikou et al. 
2016) to assess survival in melanoma (Bedin et al. 2010), leukemia (Adam 2006) and other dis-
eases (Losa 2012; Metze 2010, 2013). Note that the fractal properties of cells have previously 
aroused the interest of many researchers (Einstein et al. 1998; Ohri, Dey, and Nijhawan 2004; Losa 
and Castelli 2005), but in these studies, tumor cells, and not buccal epithelium, were studied. 
Researchers observed that increasing of the average DNA content in the nucleus is a marker of 
malignant tumor (Boroday et al. 2016; Klyushin et al. 2021). Therefore, given the presence of 
tumor-associated changes in the buccal epithelium, it can be assumed that these changes, among 
other things, can affect the fractal dimension of cell nuclei in cancer patients. We prove this 
hypothesis in this work. 

7.3 BREAST CANCER DIAGNOSIS USING MACHINE LEARNING 

There are many modern approaches to the problem of diagnosing breast cancer. For example, works 
(Yan et al. 2018; Yang et al. 2019; Patil et al. 2019) focus on the use of convolutional neural networks 
(CNN) and recurrent neural networks (RNN) for diagnosing breast cancer based on histopathological 
images collected by biopsy. Moreover, in the works (Yang et al. 2019; Patil et al. 2019), the methods 
are given, which can be interpreted and important for medical diagnosis. Another example can be the 
work (Punitha, Al-Turjman, and Thompson 2021), which uses an artificial neural network connected 
to a bee algorithm for cancer diagnosis to select the best features and parameters, as well as a dataset 
with images that were obtained by fine-needle biopsy. The work (Yifan, Jialin and Boxi 2021) uses 
the same data as (Punitha, Al-Turjman, and Thompson 2021), but uses the Adaboost and Random 

FIGURE 7.1 Condensed and decondenced hromatine in a nucleus of 
buccal epithelium (1—heterochromatin, 2—euchromatin).     
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Forest methods for diagnostics. Another work (Hu, Whitney, and Giger 2020) is also an example of 
breast cancer diagnostics based on multiparametric magnetic resonance imaging. Features are ex-
tracted from images using a convolutional neural network, and then classification is carried out using 
the support-vector machine. 

The work (Khamparia 2021) is focused on the consideration of artificial neural networks that will 
be further trained on mammography images. Another example is the work (Kavitha 2022), in which 
neural networks and deep-learning methods are used to diagnose breast cancer using mammography 
images. All the works cited as examples show high accuracy. But these works are based on data 
collected by dangerous and expensive diagnostic methods. So biopsy and high-definition mam-
mography can be traumatic or harmful to health due to radiation exposure. Therefore, the question 
arises of finding a safer and cheaper method for the early diagnosis of breast cancer. 

7.4 MATERIALS AND METHODS 

We investigated the control group (29 woman), patients with breast cancer at the second stage (68 
woman), and the patients with fibroadenomatosis (33 woman). Diagnoses were confirmed histo-
logically. The dataset consists of 20256 photos of interphase nuclei of buccal epithelium (6752 
nuclei photographed without filter, through a yellow filter and through a violet filter). 

Smears of oral mucosa cells were taken from the spinous layer and dried at temperature 
21–22C°, fixated in the Nikiforov mixture and Feulgen-stained with cold hydrolysis in 5 n HCl for 
15 min. After dissolving content of a cell excepting DNA, Feulgen-stained chromatin was pho-
tographed by an Olympus analyzer, consisting of an Olympus BX microscope, a Camedia C-5050 
digital zoom camera and a computer. As a rule, every smears consisted of 52 nuclei. The content of 
DNA-fuchsine in the nuclei was computed as a product of the optical density by area. For every 
nuclei, we obtained a photo 128×128 pixels. 

To perform the binarization, we used the 3-sigma rule. The algorithm assumes that the pixels 
are divided on two classes (foreground and background). The foreground (image of a nucleus) is a 
set of pixels whose brightness differs from the average brightness less than by three values of 
standard deviation. Other pixels are considered as a background. 

Next, comparing the values of brightness of each pixel using the 3-sigma rule, we classified points 
to the corresponding class. All pixel of the background considered to be black (Figure 7.2). 

FIGURE 7.2 Nuclei after adaptive threshold pre-processing.    
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The background of the photos often contains artifacts (noise, spots, or other defects). The color 
brightness of such pixels is close to the brightness of the foreground, i.e., it is a mistake. Meantime, 
it is necessary to grant that the distribution of chromatin in the nucleus is heterogeneous. As a 
result, a nucleus looks like a pink foggy spot, consisting of dark regions (heterochromatin) and 
light regions (euchromatin). 

Therefore, after selecting, a background on a binary image, we must restore the original color, 
but only for a foreground. For this purpose, we used the smoothing image. For removing artifacts, 
we compared the brightness of their pixels with surrounding pixels. If they were pixels of a 
background of an image, we paint the suspicious pixel by black color. Spots on a foreground were 
eliminated in a similar way, but in this case, we used not a small threshold, but a confidence 
interval constructed using the e-sigma rule. We compared the brightness of their pixels with 
surrounding pixels, also. If the brightness of suspicious pixels fell out of a confidence interval for 
the surrounding pixels, we assigned to the suspicious pixels the average brightness of surrounding 
pixels. Then, we computed the fractal dimension of an image. 

7.5 FRACTAL ANALYSIS OF CHROMATIN 

To determine the fractal dimension of an image, we used the Hurst exponent, connected with the 
fractal dimension D by the formula H = 2 – D (Butakov and Grakovskiy 2005). For the Hurst 
exponent computed for a data sequence, at first, we mapped an image into a sequence of brightness 
of pixels using a space-filling Hilbert curve (Sagan 1994) passing though every pixel of an image 
and sequentially read the values of the color brightness of the pixels. Thus, we obtained three 
vectors of color brightness corresponding to three colors channel of the RGB color model.  

1. Compute the standard deviation of values in current segment of a data sequence: 

x x= ( ¯ ),m N
i

m

i N,
=1

(7.1)  

where N is the size of the segment (varying from 2 to the end the sequence), m is the upper 
limit of summing (from 1 to N−1), xi is a brightness of a pixel, x̄N is the mean brightness of 
the segment. Therefore, we compute N−1 values , ... ,N N N2, 1, .  

2. Compute the range of standard deviations (7.1): 

R = max min
m N

m N
m N

m N
=2,...,

,
=2,...,

, (7.2)  

3. Normalize the range of deviation (7.2): 

Q
R

s
= , (7.3)  

where s is the standard deviation of the whole data sequence.  
4. Compute Qlg and Nlg using (7.3) and the line dependence of Qlg on Nlg .  
5. Compute the Hurst exponent as the tangent of the slope angle of the line dependence of 

Qlg on Nlg . 

Thus, the dataset with the features used in the work contains the data on 97 patients (68 patients 
with breast cancer, 29 people from the control group). A patient is represented by three samples 
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(for each of the RGB channels) of fractal dimensions for each image of the interphase nuclei of the 
patient’s buccal epithelium. 

To use the usual methods of machine learning, we add a few more features. This is necessary 
because each patient is represented only by a sample of fractal dimensions, which complicates the 
classification process. The main idea of expanding the number of features is to add different means 
and statistical values to the data, which are calculated for each sample. Therefore, for each sample 
of each patient, we calculate the following values.  

• Arithmetic mean  
• Geometrical mean  
• Harmonic mean  
• Median  
• Standard deviation 

Analyzing the graphs represented in Figures 7.3–7.5, it is possible to put forward the theory that 
the signs obtained from the blue channel are the most informative. 

FIGURE 7.3 Comparative graphs for signs created by sampling the blue channel. The graph shows the 
distribution of the data, where the ordinate and abscissa axes have the corresponding signs. Diagonal contains 
graphs of the distribution of data by the corresponding feature. The parameter BC equal to 0 is the control 
group. BC equal to 1 is the group of patients with breast cancer.    
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7.6 ALGORITHM ADABOOST 

Consider the Adaboost algorithm (Zhu et al. 2009) for classifying patients with breast cancer. This 
powerful machine-learning algorithm is based on the sequential combination of simple classifi-
cation algorithms in which each next one will correct the error of the previous ones. We have the 
following data for learning the algorithm: x y( , )1 1 , x y( , )2 2 , … , x y( , )n n , where x Ri

p is an input of 
the model, {1, 2, …, K} is an output of the model, and K is the number of classes. The purpose of 
the algorithm is to find a classification rule C(x) using training data. For new x the rule C(x) returns 
a label of class from the set {1, 2 …, K}. 

7.6.1 ALGORITHM ADABOOST-SAMME   

1. Initialize weights of observations w =i n

1 , i = 1, 2, …, n. 

FIGURE 7.4 Comparative graphs for signs created by sampling the green channel. The graph shows the 
distribution of the data, where the ordinate and abscissa axes have the corresponding signs. Diagonal contains 
graphs of the distribution of data by the corresponding feature. The parameter BC equal to 0 is the control 
group, BC equal to 1 is the group of patients with breast cancer.    
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2. From m = 1 to M:  

2.1 Learn a simple classifier on training data using the weights wi.  
2.2 Compute an error of the obtained classifier 

err lr w I y T x nw= ( ( )) ,m

i

n

i i
m

i
i

n

i
( )

=1

( )

=1

where lr is a learning rate and I is an indicator function.  
2.3 Compute 

err

err
K= log

1
+ log( 1).m

m

m
( )

( )

( )

FIGURE 7.5 Comparative graphs for signs created by sampling the red channel. The graph shows the 
distribution of the data, where the ordinate and abscissa axes have the corresponding signs. Diagonal contains 
graphs of the distribution of data by the corresponding feature. The parameter BC equal to 0 is the control 
group. BC equal to 1 is the group of patients with breast cancer.    
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2.4 Update the weights of observations 
For i = 1, 2 … ., n. 

w w I y T xexp( ( ( )))i i
m

i
m

i
( ) ( )

2.5 Normalize new weights wi.  

As a result, we obtain the following classification function: 

C x I T x k( ) = arg max ( ( ) = ).
k m

M
m m

=1

( ) ( )

7.6.2 DECISION TREE 

The Decision Tree algorithm is usually used as a simple classifier in the Adaboost algorithm 
(Hastie, Tibshirani, and Friedman 2009). This machine-learning algorithm is known for being easy 
to interpret. The algorithm builds a tree at each node of which the data is split, according to the 
variable chosen by the algorithm. Each leaf of the tree belongs to one of the classes, according to 
which the classification is carried out. 

Let our training data contain N observations: i.e. x y( , )1 1 , x y( , )2 2 , …, x y( , )N N , where 
x x x x= ( , , .. ., )i i i ip1 2 . Class labels are y K{1, 2, .. ., }i , where K is the number of classes. Let we 
have a dividing on M regions R R R, , .. ., M1 2 then at the node m, which represents the region Rm 

containing Nm training samples, we denote by 

p
N

I y kˆ =
1

( = )mk
m x R

k
i m

the proportion of class k at node m. We classify the observation at node m into the class 
k m p( ) = arg max ˆk mk. It should be noted that when using observation weights, it is the proportions 
of classes in the nodes that will change. 

In experiments with the Adaboost algorithm, the Gini index is used to select the optimal var-
iable for splitting. 

Q T p p p p( ) = ˆ ˆ = ˆ (1 ˆ ),m
k k

mk mk
k

K

mk mk
=1

where T is the constructed tree. For splitting, a variable is also chosen that minimizes the Gini index. 
Another splitting criterion is the cross entropy K 

Q T p p( ) = ˆ log ˆ .m
k

K

mk mk
=1

A decision tree has many split-stopping criteria, but the Adaboost algorithm usually uses trees of 
depth 1 or trees of maximum depth 2. 
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7.6.3 TESTING ADABOOST 

To conduct testing, we divided the dataset into two parts: a training sample (80%) and a test sample 
(20%) on which the resulting model will be evaluated. For the Adaboost algorithm, we tested with 
different sets of paired parameters, namely the number of classifiers and the learning rate. Note that 
the learning rate parameter lr is the weight that is applied to each classifier on every boosting iter-
ation. Thus, when the learning rate is greater than one, the contribution of the generated classifiers to 
the final result increases, and when the learning rate is less than one, on the contrary, it decreases. 
With this approach, you need to maintain a trade-off between the speed of learning and the number of 
classifiers (Figures 7.6–7.8). 
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FIGURE 7.6 Graphs for selecting the optimal learning rate for the Adaboost algorithm based on Decision 
Tree with depth 1 with 150 classifiers. The abscissa shows the values of the learning rate parameter, and the 
ordinate shows the accuracy and its bounds.    
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FIGURE 7.7 Graph for selecting the optimal learning rate for the Adaboost algorithm based on Decision 
Tree with depth 2 with 150 classifiers. The abscissa shows the values of the learning rate parameter, and the 
ordinate shows the accuracy and its bounds.    
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We also performed cross-validation for each set of parameters with splitting the training data 
into five parts. The choice of the optimal set of parameters was carried out using the accuracy 
metric averaged over cross-validation. 

After choosing the optimal parameters of the model, it is trained on the entire training sample. 
The final evaluation of the model is carried out on a test sample according to the metrics.  

• Accuracy = True Positive True Negative

True Positive True Negative False Positive False Negative

+

+ + +

• Sensitivity = .True Positive

True Positive False Negative+

• Specificity = .True Negative

True Negative False Positive+

For the Adaboost algorithm with the Decision Tree classifier with a maximum depth of 1, the 
following parameters turned out to be the best: the learning rate is 0.2, the number of classifiers is 
150. The resulting model gives the following metric values on the test sample.  

• Accuracy = 0.95  
• Sensitivity = 0.92  
• Specificity = 1.0 

For the Adaboost algorithm with a Decision Tree classifier with a maximum depth of 2, the best 
learning speed is 1.5 and the number of classifiers is 150. 

The resulting model gives the following metric values on the test sample.  

• Accuracy = 0.85  
• Sensitivity = 0.92  
• Specificity = 0.71 

7.6.4 CONCLUSIONS ON ADABOOST 

The Adaboost algorithm with 150 decision trees with a depth of 1 and a learning rate of 
0.2 showed the best results. Testing shows that the Adaboost algorithm works beautifully on the 
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FIGURE 7.8 Depth fitting plot for the Decision Tree algorithm with the Gini splitting criterion, which is 
trained on the blue channel data. The abscissa shows the values of the max depth parameter, and the ordinate 
shows the accuracy.    

Non-Invasive Technique of Breast Cancer Diagnosis                                                       113 



task at hand. Accuracy (95%), sensitivity (92%) and specificity (100%) obtained are superior to 
the results of some other diagnostic methods. For example, the sensitivity of mammography 
is approximately 87% (DʼOrsi and Sickles 2017), while the specificity ranges between 93% and 
88% (Nelson et al. 2016). 

However, the Adaboost algorithm does not have a clear and transparent interpretation, which is 
important in the tasks of diagnosing diseases. 

7.7 ALGORITHM RANDOM FOREST 

Consider the Random Forest algorithm (Breiman 2021) for the problem of diagnosing breast 
cancer. The theory put forward earlier about the greater information content of the blue data 
channel will also be tested. The idea of the Random Forest algorithm is to build an ensemble of 
decision trees that are trained on different subsamples of the training data. The end result of the 
classification is the averaging of all the results of the constructed decision trees. 

7.7.1 RANDOM FOREST 

Training the Random Forest algorithm consists in applying the bootstrap aggregation (bagging) 
technique to Decision Tree algorithms. Assume that we have training data X x x x= ( , , .. ., )n1 2 with 
class labels Y y y y= ( , , .. ., )n1 2 . Bootstrap aggregation B times selects a random subsample from 
the training sample and trains the Decision Tree algorithm on the newly received sample. 

For b = 1, … , B:  

1. Create a subsample X Y,b b from the training sample X Y, .  
2. Train Decision Tree fb on the sample X Y,b b. 

After training all Decision Tree algorithms for new data x, the results of all Decision Tree clas-
sifiers are averaged. That is, the class that has chosen the largest number of Decision Trees will be 
selected. This method is also called the simple voting method. 

To test the hypothesis about the greater informativeness of the data obtained from the blue 
channel, the Random subspace method (Ho 1998) was used to select a subsample for training 
Decision Tree algorithms. The idea of the method is to project the training sample into subspaces 
(training sample space). Thus, subsamples with a smaller dimension are obtained, on which 
classifiers learn. For our task, we will divide the feature spaces into three subspaces for each of the 
channels (blue, green, red). 

Also, in addition to the simple voting method, logistic regression was used for the Random 
Forest algorithm with the Random subspace method. Thus, logistic regression learned from the 
results of the three decision trees that were learned from each of the data channels. This makes it 
possible to find the most informative data channel by checking weights of logistic regression. 

7.7.2 LOGISTIC REGRESSION 

Logistic regression (Yang 2019) is a statistical classification algorithm that checks whether the 
input data belongs to one class or another. 

Let we have a binary classification (then class 0 is a control group, and class 1 is a group of 
patients with breast cancer), and input data x. Then, the probability that x will belong to second 
class (class 1) is 

P G X x x( = 1 = ) = ( + ),T
0 1

114                                  Concepts of AI and Its Application in Modern Healthcare Systems 



where G is a corresponding class and a sigmoid function has the form 

x
e

( ) =
1

1 +
.

x

The learning of logistic regression is performed using minimization of a cost function L ( ) by 
gradient methods 

L y p x y p x( ) = { log ( ; ) + (1 ) ( ; )},
i

N

i i i i
=1

where N is the number of training samples, x is an input sample, y is a sample of class labels, 
p x P G X x( ; ) = ( = 1 = ; )i i . 

7.7.3 TESTING RANDOM FOREST 

For testing, we divided the dataset into two parts: a training sample (80%) and a test sample (20%) 
on which the resulting model will be evaluated. Let us consider several approaches with the 
Random Forest algorithm. 

First, the Random subspace method was used to create three subspaces of training data for each of 
the channels. After that, the Decision Tree algorithm was trained on the data of each of the data 
channels. For each of the three trees, we carried out cross-validation by splitting the training data into 
five parts and selecting the parameters for the maximum depth of the tree and the algorithm splitting 
criterion (the Decision Tree parameters were chosen after the accuracy metric). As a result, the 
following results were obtained for each of the data channels (Figures 7.8–7.10). 

Decision Tree trained on data from the blue channel. 
Depth = 3. 
Splitting criteria = Gini index. 
Accuracy = 0.75 
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FIGURE 7.9 Depth fitting plot for the Decision Tree algorithm with the Gini splitting criterion, which is 
trained on the green channel data. The abscissa shows the values of the max depth parameter, and the ordinate 
shows the accuracy.    
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Sensitivity = 0.85 
Specificity = 0.57 

Decision Tree trained on data from the green channel. 
Depth = 4. 
Splitting criteria = Gini index. 
Accuracy = 0.60 
Sensitivity = 0.69 
Specificity = 0.43 

Decision Tree trained on data from the red channel. 
Depth = 5. 
Splitting criteria = cross entropy. 
Accuracy = 0.50 
Sensitivity = 0.77 
Specificity = 0.0  

The next issue for the aggregation of the Decision Tree algorithms is the use of the simple 
voting method (averaging the votes): 

P y T x( = 1) = ( ),
i

i
=1

3

where P y( = 1) is the probability that, given x, the result of the Random Forest will be class 1 
(breast cancer patient), Ti are Decision Tree algorithms that produce a class 1 probability. When 
testing this version of the Random Forest algorithm, the following results were obtained:  

• Accuracy = 0.70  
• Sensitivity = 0.85  
• Specificity = 0.42 
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FIGURE 7.10 Depth fitting plot for a Decision Tree algorithm with a cross-entropy splitting criterion that 
trains on red channel data. The abscissa shows the values of the max depth parameter, and the ordinate shows 
the accuracy.    
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Also, based on the previously obtained trees, logistic regression was applied. The input logistic 
regression algorithm takes class 1 (breast cancer patient) probabilities that were generated from 
each of the three decision trees. Training of logistic regression lasts as long as the maximum 
component of the loss function is greater than 10–4. Therefore, the modification of the Random 
Forest algorithm gave the following results:  

• Accuracy = 0.75  
• Sensitivity = 0.69  
• Specificity = 0.86 

In addition, the Random Forest algorithm was tested with the bootstrap aggregation technique of 
distributing data into 100 subsamples to train the appropriate number of Decision Trees with the 
Gini splitting criterion. The trees are split until each letter contains training examples of only one 
class, or there are no more than two examples in the letter. This Random Forest variant gave the 
following results:  

• Accuracy = 0.90  
• Sensitivity = 0.92  
• Specificity = 0.85 

7.7.4 CONCLUSIONS ON RANDOM FOREST 

The Random Forest algorithm was tested, and beautiful results were obtained. The best result was 
shown by the Random Forest algorithm from bootstrap aggregation and 100 decision trees: 
accuracy (90%), sensitivity (92%), and specificity (85%). 

The idea of building a Random Forest based on three decision trees, each of which is trained on 
its own (blue, green, red) data channel, has not shown its effectiveness. The decision tree built on 
the data from the blue channel shows the same accuracy as the Random Forest built on these trees 
using logistic regression. 

At the same time, the trees built on the green and red data channels show very low results. 
Considering that the logistic regression weights for the decision tree trained on the blue channel data 
are the largest, it can be concluded that the blue data channel is the most informative. However, other 
data channels should not be discarded from consideration, their importance is confirmed by the high 
accuracy of the Random Forest algorithm with 100 trees, which was studied on all data channels 
at once. 

7.8 CONCLUSION 

Machine-learning methods for diagnosing breast cancer based on the fractal dimension of buccal 
epithelium nuclei is proposed in the work. The cancer diagnosis method with 95% accuracy, 92% 
sensitivity, and 100% specificity is developed. The significance of the data from blue, green, red 
channels is checked using the Random Forest algorithm and logistic regression. The blue data 
channel is more important than the other two channels. However, the best results are obtained 
when using all data channels. 

Future scope of the work consists in considering images with yellow and violet filters (only 
images without filters are used in this work), and in using other measures of fractal dimension. 
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8.1 INTRODUCTION 

Being among the major causes of death, cancer has attracted the attention of scientists from various 
interdisciplinary fields to try and fight the challenges it poses to the human healthcare industry. In 
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our attempt to join this battle against cancer, we have used various image-processing techniques to 
enhance the rate of successful diagnosis using medical images. This early detection will aid doctors 
in providing effective treatment plans to patients to save their lives [1]. 

8.1.1 SIGNIFICANCE OF LUNG TUMOURS 

Globally, cancer is the leading cause of death, totaling nearly 10 million deaths in 2020 [2]. The 
most common cause of cancer death in 2020 is lung cancer Figure 8.1. 

Detection of lung cancer usually is possible only in the advanced stages of cancer progression due 
to the late onset of noticeable physiological symptoms. Most of these symptoms are either slight or 
ignored. Even if cancer is suspected at earlier stages, the tumours are generally mistaken for small 
benign lung abscesses through the initial screening. A lung cancer diagnosis is initially done by 
analysing chest x-ray images of the patient [1]. These images show the tumour cluster as a white 
patch that is easily recognizable for large tumours. However, for the identification of smaller tumours 
in the initial stages of cancer progression, CT scan images are much more reliable [1,3]. 

8.1.2 ISSUES WITH LUNG TUMOUR DETECTION 

Easy recognition of the small tumour clusters will reduce the occurrence of false negative cases/ 
reports. Diagnoses using x-ray images had a rate of false negatives of 17.7% in 2021 [3]. More 
efficient diagnostic methods are urgently needed to improve the outlook on the survival rates of 
lung cancer patients. Early-stage detection of lung cancer enhances the chances of survival of the 
patient significantly [1]. This detection involves the identification of smaller tumours present 
within the chest or lung, which is much harder [4]. Automatic, fast, efficient, and reliable iden-
tification techniques can help improve the accuracy of identification and classification of tumours. 
Better detection strategies can help in the early recognition of cancer cells. 

8.1.3 IMAGE PROCESSING FOR TUMOUR DETECTION 

For automatic identification of tumours, various image-processing techniques have been used for 
different types of cancer diagnoses. For brain tumour detection, an automated system based on image 
segmentation was used to perfect the segmentation of the tumour region from brain MRI images [5]. 
Using OTSU segmentation, brain tumours were detected from medical images using MATLAB 
Software [6]. Based on various thresholding methods that could identify micro calcifications, early 
breast cancer was detected from mammogram images [7]. Lung tumours were detected from CT scan 

FIGURE 8.1 Most common causes of cancer death in 2020 (in millions).    
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images using feature extraction and contour modelling [8]. Detection of small metastatic lung cancer 
using direct 3D template-matching techniques [9] and detection of lung cancer in CT images using 
image-processing techniques based on mathematical morphological operations [10] are examples 
of image-processing applications for tumour detection, segmentation, and cancer diagnosis. 

From these literature studies, it was considered apt to use OTSU segmentation and feature- 
extraction methodologies to segment the tumour region precisely. OTSU segmentation being a global 
adaptive binarization threshold image segmentation is a fast, straightforward method utilising math-
ematical morphological operations on the image. Its major advantage is that it is not affected by the 
contrast and brightness of images and hence yields the most precise results every time. However, being 
an iterative process, computational complexity increases with larger datasets, such as CT scan images. 
Feature extraction helps break down these large datasets (a large number of variables) into small 
relevant groups called features, therefore making processing easier. Even though these features are 
significantly small as compared to the original number of image variables, they represent the original 
dataset with accuracy and originality. To enhance the precision of outputs from these methods, various 
pre-processing techniques such as grayscale conversion, Top Hat filtering, histogram construction, 
distance transformation, and watershed transforms are performed on the original DICOM images 
derived from medical-image repositories. These methods are aimed to provide a process that accounts 
for high stability, precision, reliability, and efficiency. The process is then subjected to validation by 
performing Quad-tree decomposition and analysis through cumulative functional distribution and 
residual plots obtained from the histograms of the original and segmented image. 

8.1.4 OBJECTIVES 

To be able to automatically detect tumour regions from raw medical images, it will be possible to 
avoid the chances of tumour region nullification due to various image-processing techniques that 
are applied as default to make the medical image easily observable by the naked eye. Using pre- 
processing and segmentation techniques appropriate for the raw medical images, the tumour region 
can be retained and identified. The specific objectives of this project are:  

1. To identify appropriate image pre-processing techniques to enhance the features of raw 
CT scan images of DICOM file format  

2. To apply OTSU segmentation to detect tumour regions  
3. To verify the segmented regions using Quadtree decomposition 
4. To compare the histogram of the original image with the segmented image using dis-

tribution plots 

8.2 LITERATURE SURVEY 

To be able to perform efficient tumour fractionalisation and evaluation of the same, the following 
parameters should be satisfied in the most optimal way possible: (i) Initial image pre-processing 
and removal of noise to enhance the precision of the image segmentation technique employed in 
this project. (ii) Suitable segmentation techniques to distinguish the tumour regions accurately. 
This technique should be able to classify the pixels in the tumour region without committing to any 
errors that could produce false fractionalisation of tumour regions that cannot be accommodated. 
(iii) Analysis and evaluation for reliability of the employed segmentation techniques. This step 
should be able to examine if the proposed model is reliable without any bias. The results should be 
easily acceptable, interpretable, and understandable. This step is optional for fractionalisation of 
tumour regions. It only serves as a model evaluation technique. 

Numerous literatures have been enumerated over lung cancer detections using CT images 
[8,11]. These studies also include various strategies for the selection of suitable pre-processing 
techniques to enhance the outcomes of diversified outputs obtained through the work. 
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8.2.1 REVIEW FOR IMAGE PREPROCESSING TECHNIQUES 

By the inclusion of image processing and machine learning, a lung cancer detection system on CT 
images is framed by Rahane et al. (2018) [12]. The result of this project is a model that can classify 
lung CT images as regular and irregular. The abnormal images are then segmented to show em-
phasis on tumour regions. The various pre-processing techniques to improve contrast and clarity of 
images involved are grayscale conversion, noise reduction using median filter, image binarization 
techniques, and feature extraction. 

To minimise lung cancer detection errors by humans, Kalaivani et al. (2017) [13] built an 
automated process for detection. This process for early-stage detection involves certain methods 
for image processing and also includes the concept of artificial neural networks. The image pre- 
processing techniques inculcated in this project are grayscale conversion, histogram equalization, 
image binarization, and feature extraction. 

Using image-processing techniques, Kulkarni et al. (2014) [14] were able to classify lung cancers. 
A novel algorithm is developed with the help of image-clarifying techniques to identify cancer at 
naive stages by satisfying extensive accuracy. This process involves image pre-processing techniques 
and feature extraction. The pre-processing techniques include image smoothening using median filter 
and image enhancement using Gabor filter, which can perform texture analysis. The Gabor filter has 
an optimal localization in both the spatial and frequency domains. 

Sujan et al. (2016) [5] used OTSU segmentation to perfectly segment the tumorous tissues from 
the human brain. The visual depiction is subjected to pre-processing techniques such as grayscale 
conversion, noise removal by median filtering, and image binarization. Morphological erosion is 
performed using a structural element shaped like a disc with an optimally required diameter. This 
element aids accurate tumor segmentation. Salt and pepper noises are removed using a median filter, 
and each pixel value is incremented by a value of 25 to enhance selection of optimal threshold. 

In the paper by Saini et al. (2015) [6], image fractionalisation is performed to withdraw the 
numerous features of an image. Examination, observation, and interpretation can be easily done on 
these images. The work emphasises the identification of brain tumour and associated cells from 
MRI images using mathematical morphological alterations. Since ultrasound images consist of 
speckle noise and are of low contrast, pre-processing techniques become mandatory. These 
techniques include image restoration using level-set function, smoothening and edge sharpening 
using a Gabor filter, and contrast enrichment using histogram equalization. These are succeeded by 
OTSU’s method for image segmentation and best suited global thresholding. The tumour regions 
are identified with the help of density-based clustering approach. 

8.2.2 REVIEW FOR FEATURE EXTRACTION 

Amutha et al. (2013) [8] used a level-set active contour model with a diminishing algorithm for 
lung tumour detection from CT scan images. For denoising, a kernel-based non-local neigh-
bourhood algorithm is used. Feature extraction for image classification is executed with the aid of a 
second order histogram. Upon tumour detection, segmentation is performed through the use of 
level-set active contour modelling. 

The work of Miah et al. (2015) [15] involves a series of processes such as image accession, 
pre-processing, image binarization, optimal thresholding technique, image segmentation, feature 
extraction, and a notion of neural network detection. After segmentation of the lung tumour from 
CT scan images, a robust feature extraction method is applied to take out information of selected 
lines. This information is used to tutor the neural network. The algorithm is tested on both 
tumorous and non-tumorous scans. 

Katre et al. (2017) [16] aimed to classify lung tumour stages using familiar methods such as 
image processing and data classification. Image pre-processing techniques such as denoising using 
median filter, enhancement using a high boost operator, and image segmentation using marker- 
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controlled watershed transforms are performed. Feature extraction helps identify the potential 
regions of tumour presence, which is the region of interest. 

8.2.3 REVIEW FOR OTSU SEGMENTATION 

A comparative analysis carried out by Gajanayake et al. (2009) [17] concludes that OTSU seg-
mentation method is the best method to carry out segmentation of brain tumours from 2D brain MRI 
(magnetic resonance imaging) images. In this paper, all the familiar gray-level image-segmentation 
techniques such as OTSU segmentation, mean shift method, K-means, fuzzy c-means, and six other 
such methods, are compared to recognize the most satisfactory segmentation algorithm for the 
identification of tumours from 2D MRI images of the brain. The resultant images from each method 
are then compared by a panel of professional radiologists to conclude segmentation using OTSU 
method as the most reliable. 

In the paper written by Huang et al. (2012) [18], the OTSU method was titled to be a simple and 
stable method widely applied for image segmentation as it has automatic control over threshold 
selection. However, they also found out that OTSU’s method is highly sensitive to disturbances and 
target size. For images with more than a single peak, it is not as effective. When the contrast between 
two intra-class variances is high, threshold is more inclined toward the class with a larger intra-class 
variance. This outcome resulted in extra pixels of this class to be classified into an incorrect class. To 
improve the segmentation technique, the paper proposed two approaches. One, large parts of the gray 
values can be avoided, therefore limiting the threshold-selecting range. Two, removing gray values 
on both extremes of intensities, therefore reducing noises and false selection of threshold. 

Xu et al. (2011) [19] through their work discovered a property of OTSU method that the 
optimal threshold of an image is equal to the average of the mean levels of the two classes 
separated by this threshold value. This was done through mathematical modelling. Therefore, 
they concluded that there will be a bias in favour of threshold for the class with the biggest 
variance when the intra-class variances of the two classes are different. To overcome this bias, a 
range-constrained OTSU segmentation method is proposed. Experiments revealed that this 
method yields satisfactory results and hence is a suitable improvement method for segmentation. 
The range-constrained OTSU method relied on an iterative process for the selection of an 
optimal threshold. 

A paper published in The International Arab Journal of Information Technology [20] proposed 
a fast OTSU segmentation method to reduce computational complexity. The method involves 
creating checkpoints to drastically reduce the number of iterative cycles. Upon comparison of 
threshold values obtained from the classical OTSU method and the OTSU-checkpoints method on 
the same set of images, there is no deviation of the value of the optimal threshold. The checkpoints 
are framed using mathematical relations. 

8.2.4 REVIEW FOR QUADTREE DECOMPOSITION 

In the work framed by Dua et al. (2010) [21], they use an advanced edge-detection technique based 
on regional recursive hierarchical decomposition of an image called Quadtree decomposition. The 
validation and comparison studies were performed on diabetic retinopathy images obtained as a 
result of CT scanning. These tests rendered the method efficient and accurate. Successful seg-
mentation of the image occurred using the Quadtree technique. 

Subramaniam et al. (2013) [22] used the Quadtree decomposition method to estimate the 
variations between young and elderly healthy lungs from CT images. Here, the Quadtree method 
illustrated the changes in heterogeneity of the density of soft tissues between different subjects. 
The technique is sensitive enough to differentiate between heterogenous and homogenous regions 
and hence will be useful for tumour detection. 
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8.3 EXPERIMENTAL WORK/METHODOLOGY 

The methodology of this project includes two major steps for image processing: image pre- 
processing techniques and OTSU segmentation. Image pre-processing is necessary to enhance the 
various features of the raw images such as brightness, contrast, etc. to ensure that during segmen-
tation, no data is left unprocessed. All image-processing techniques are performed using MATLAB 
Software. 

8.3.1 PRE-PROCESSING METHODOLOGIES 

Pre-processing of the raw CT scan images of the chest involve the following steps: Figure 8.2 

8.3.1.1 Selection of CT Scan Images 
CT scans have the advantage of recording the structures of minute details, such as early tumours, 
because the imaging process involves scanning across various directions and in multiple planes 
that are reconstructed to ensure high accuracy in replicating internal body structures. All medical 
images, such as CT scans, MRIs, and ultrasounds, are suggested to be stored in the DICOM file 
format because it enables all of the metadata to remain attached to the file instead of being lost. 
DICOM files are compatible with various software and hence can be easily transferred and read 
without any incompatibility issues. The chest CT scans of patients with lung cancer have been 
obtained from the open-source medical image repositories. The source for the images used for 
processing in this project is acknowledged by the following citations [23,24], a publicly available 

FIGURE 8.2 Image pre-processing methodologies.     
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archive of numerous medical CT images for lung cancer. The images are read using the syntax 
I=dicomread(“File_name”). 

8.3.1.2 Grayscale Conversion 
The DICOM images are converted into a grayscale image using the syntax J = im2gray(I). This 
technique involves the conversion of 24-bit values (RGB values) into 8-bit values (grayscale 
values). This process allows for feature extraction by reducing the number of large data for easier 
processing. The value of each pixel will only represent information on the intensity of light and 
will remove characteristics of saturation and color. This will reduce the computational complexity 
of data processing. 

8.3.1.3 Top-Hat Filtering 
The syntax used to achieve Top Hat filtering is J = imtophat(I,strel(‘disk’,10)) where the diameter 
of the structural element (strel) is chosen to be 10 units as it yields appropriate results. This 
filtering technique removes noises. The noises are identified as the minimal pixel-valued elements 
in the image. This principle of Top Hat filtering ensures that minute tumours are not identified as 
noises and removed during pre-processing. The algorithm of this technique involves the sub-
traction of morphological closing operations on the input image from the original input image. 
Here, closing operations help smoothen the contours of deformed images and therefore help 
remove small noises. 

8.3.1.4 Plotting Histogram and Image Binarization 
A histogram is plotted using the syntax histogram(I). This plot shows the frequency distribution 
of grayscale-level intensities. It is in the form of a bar graph with the grayscale values of 
pixels plotted against the horizontal axis and the intensity values of the pixels plotted against 
the vertical axis. This graphical representation of an image is useful to obtain an optimal 
threshold to perform image binarization. The pixel values above the optimal threshold are 
assigned a value of 1, being completely white, and the pixel values below the optimal threshold 
are assigned a value of 0, being completely black. This assignment generates a binary (black and 
white) image. Binary images are required for other pre-processing techniques to enhance the 
precision of processing algorithms. The syntax used to find the optimal threshold is level = 
graythresh(I). 

8.3.1.5 Distance Transformation 
The distance of a non-featured element from a featured element is measured using the syntax D = 
bwdist(C). Here, the featured elements refer to the edges, points, or objects and the non-featured 
elements refer to the blank spaces. The blank spaces are generally set to 0 and the featured ele-
ments are set to 1 of the binarized image. Therefore, in simpler terms, the distance between the 
zero and the non-zero pixels of a binary image is calculated. Finding the Euclidean distance 
between the various elements helps to understand the spatial distribution of various elements of 
the image by giving us knowledge of the background and object features. 

8.3.1.6 Watershed Transform 
Watershed transform is applied to an image to examine it for high and low-level areas using the 
syntax J = watershed(I). The low-level regions are compared to catchment basins and are cor-
related to the dark (0) pixels. The high-level regions are compared to the ridges and are correlated 
to light (1) pixels. Therefore, by treating the image as a topographical map, the brightness of each 
pixel is used to identify lines/ridges in the image. This allows for the segmentation of various 
regions of the image. The region consisting of the tumour is approximately identified using this 
methodology. 
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8.3.2 OTSU SEGMENTATION 

OTSU’s method of segmentation involves the grouping of pixels into foreground and background 
classes to achieve automatic image thresholding. To achieve this classification, pixels are plotted into 
a histogram after which an optimal threshold value is obtained. This optimal threshold value is found 
using an iterative process that compares all the possible threshold values and the spread of the pixels 
on each side of the threshold value. The optimal threshold value is set when the sum of the foreground 
and background spreads is minimal, i.e., the intra-class spread should be minimal, whereas the inter- 
class spread should be maximal. This algorithm yields a single peak value that clearly distinguishes 
between the foreground and background pixels of the image. Based on this output, the tumour region 
which is made up of light pixels and correlates to the foreground pixels is precisely distinguished. 

8.3.3 ANALYSIS USING QUADTREE DECOMPOSITION 

The syntax used to perform Quadtree decomposition is J = qtdecomp(I, minimum size of block). This 
technique yields information about the structure of an image. The method results in a subdivided 
image into homogenous regions. These subdivided regions are represented as blocks. The function 
initially divides the entire image into four equal-sized square blocks that are tested to meet a par-
ticular criterion of homogeneity by comparing them using a specific dynamic range. If the criterion is 
met by the block, it is not divided further, but if it fails to meet the criterion, it is in turn subdivided 
into four blocks and tested with the specified criterion again. This process occurs iteratively until each 
block meets the specified criterion. This process will result in homogenous square blocks of various 
sizes. This method is used to crosscheck the obtained OTSU segmented image by comparing the 
segmented regions to the homogenous blocks of wide spatial concentration. 

8.3.4 COMPARISON USING DISTRIBUTION PLOTS 

The histograms of the original, segmented, and threshold images are obtained and compared with 
the aid of a distribution plotter available in MATLAB R2022 Online. The cumulative function 
distribution of the data of the original, segmented, and threshold images are then plotted in a 
graphical representation. The normal distribution and residual distribution of the original and 
segmented image are considered for a comparative study. 

8.4 RESULTS AND DISCUSSION 

Upon subjecting the CT scan images of the lungs to the various pre-processing techniques men-
tioned above and OTSU segmentation, the following results were obtained. Output images after 
each pre-processing methodology are displayed to compare, observe, and study its effects on 
enhancing the segmentation process. 

8.4.1 PRE-PROCESSING OUTPUTS 

The first output image (Figure 8.3) is the raw CT scans DICOM image. The original image is 
displayed to make it possible to compare the effects of the various pre-processing and OTSU seg-
mentation methods. A medical practitioner can identify the irregular white patches as potential tu-
mour clusters. With our code, we will check if these tumour regions are being successfully detected 
by segmentation; see Figure 8.4. 

The histogram is a graphical representation of an original image’s pixel intensity distribution. The 
number of pixels found at each pixel value is plotted in a histogram. The lower signal values are 
typically represented on the left side of the graph, while the higher signal values are typically repre-
sented on the right side. It represents data points that are organized into ranges that the user specifies. 
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Upon applying a Top Hat filter to the original image, within a radius of 10 units, the contrast 
between different structures are retained, whereas the bright regions of the chest wall are filtered 
out (Figure 8.5). This filtering ensures that the chest walls do not get wrongly diagnosed as a 
tumour since they both share the characteristic feature of reflecting as a white patch on CT scans. 
Minimal noise present in the original image (Figure 8.3) is eliminated in the resulting image upon 
Top Hat filtering (Figure 8.5). 

The plotted histogram (Figure 8.6) depicts the frequency distribution of various grayscale levels 
of the filtered image (Figure 8.5). Though it does not provide any spatial information and inter-
relation of the gray pixels, the pixels give information on the general shape and size of the gray 
value spread [25]. The x-axis represents the grayscale values of pixels, and the y-axis represents 
the intensity values of the pixels. It is noticeable that the frequency of 0-valued (black) pixels is 
much higher than the frequency of low-valued pixels. The frequency of high-valued pixels is 
significantly higher than the pixel values lying around its range; this makes it possible to correlate 

FIGURE 8.3 Original image.     

FIGURE 8.4 Histogram for original image.    
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the histogram (Figure 8.6) with the filtered image (Figure 8.5). Because there are more background 
pixels than foreground pixels in the filtered image, the majority of pixels are concentrated on the 
darker side of the grayscale in the histogram plot. The pixels toward the rightmost end of the 
histogram belong to the tumour. 

Upon image binarization using the optimal threshold derived from the histogram (Figure 8.6), 
the image (Figure 8.7) is seen to be depicted only by pixels with values strictly either 0 or 1. The 

FIGURE 8.5 Top Hat filtering.    

FIGURE 8.6 Histogram for thresholding.    
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originally lighter regions are completely white, and the originally darker regions are completely 
dark. This outcome is achieved using thresholding techniques, as discussed prior. 

The watershed transform (Figure 8.7) clearly depicts the various regions of the CT scan image. 
Upon comparison with Figure 8.3, it can be seen that the specific regions depict the following 
regions of the human chest anatomy (Table 8.1). 

8.4.2 OTSU SEGMENTATION OUTPUTS 

The histogram used for OTSU segmentation is displayed in Figure 8.8. The two characteristic peaks 
denote the intensity values of the pixels. The x-axis represents the grayscale values of pixels, and the 
y-axis represents the intensity values of the pixels. The peaks depict the lighter regions, and the valleys 
represent the darker regions of the CT scan. Upon finding optimal threshold values and processing the 
image, the OTSU segmentation technique yields the final output (Figure 8.9) of the project. 

A defined outline of the high-intensity regions shows the potential regions of the tumour. Upon 
comparing Figure 8.9 with Figure 8.3, the segmented regions that represent bone can be voluntarily 
eliminated from evaluation. This step yields the expected outcome of the project by segmenting 
regions of tumour clusters. This output can also be observed in an inverse format, i.e., in the white 
and black format (Figure 8.10), based on the observer’s preference. The inverse format is obtained 
by inverting the values of individual pixels. Pixels initially with a value of 1 now become 0 and 
vice versa. 

FIGURE 8.7 Binarization.     

TABLE 8.1 
Regions of Watershed Transform    

Colour of Region Anatomical Region  

Yellow Right lung 

Orange External to body 

Dark Blue External to body 

Light Blue Left lung 

Aqua Blue Vertebral column 

Green Major tumour cluster    

Fractionalization of Early Lung Tumour Regions and Detection                                         131 



FIGURE 8.8 Watershed transforms.     

FIGURE 8.9 Histogram for OTSU Segmentation.    

FIGURE 8.10 OTSU segmentation: black and white.     
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8.4.3 ANALYSIS USING QUADTREE DECOMPOSITION 

From the subdivided/decomposed image (Figure 8.11), the tumour regions can be identified as the 
larger homogeneous blocks after eliminating the consideration of completely low pixel valued 
blocks. The subdivided blocks with majorly high valued pixels can be correlated to the segmented 
tumour regions obtained in Figure 8.9. This serves as a verification for the OTSU segmentation 
derived output. 

8.4.4 COMPARISON OF HISTOGRAMS USING DISTRIBUTION PLOTS 

The data of the cumulative function distribution is seen to converge within the data range zero to one 
data points. This distribution significantly shows the interpolation of tumorous regions with respect to 
the original and segmented pixel distribution. The confidence interval allowed for the data is 99%. 
The normal distribution and residual distribution along the mean have a concurrent residual distri-
bution between 3.5 to 5.5 raised to the fourth power, which matches with the fit plot. Figure 8.12 and  
Figure 8.13 emphasize more upon the fractionalization of regions restricted to tumour occurrences, 
thereby helping the observer look into the region-specific region of the tumour Figure 8.14. 

FIGURE 8.11 OTSU segmentation: white and black.     

FIGURE 8.12 Quadtree decomposition.     
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8.5 CONCLUSIONS AND FURTHER WORK 

The final result of the project mainly focuses on the segmented tumour regions from raw CT scan 
images of the chest. This model was reliable due to the individual advantages of the various pro-
cessing techniques, such as Top Hat filtering, watershed transforms, thresholding, and OTSU 

FIGURE 8.13 Cumulative function distribution.    

FIGURE 8.14 Residual plots.    
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segmentation. An appropriate and effective pre-processing methodology was developed for CT scan 
images. OTSU segmentation derived the most reliable outputs by accurately segmenting the tumour 
regions upon validation tests. The algorithm is tested using a DICOM image to ensure that the model 
will be usable with any medical equipment or accessory equipment, such as scanners, transmitters, 
printers, etc., since all medical images are stored in DICOM file format. The developed algorithm 
is reliable for automatic segmentation of lung cancer from CT scans. To automatically eliminate the 
bony structures that are mistaken for tumour regions, direct 3D template-matching methods can be 
implemented. This will allow only the tumour regions to be visible on the final output image result. 
Quadtree decomposition verifies the segmented tumour regions. Distribution plots allow for efficient 
comparison between the original image and segmented image. 

The algorithm can be improved to be adaptable for other medical images, such as MRIs and 
ultrasound images. This improvement will need less specific pre-processing methodologies or 
more adaptable pre-processing techniques since different medical imaging will need enhancement 
of different features of the raw DICOM image. OTSU segmentation can be used advantageously 
for the automatic segmentation of tumours of the different organs of the body. 
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9.1 INTRODUCTION: BACKGROUND AND DRIVING FORCES 

The stimulation of human intelligence by machines is artificial intelligence. The theory and cre-
ation of computer programs can carry out tasks and resolve issues that call for the human intellect. 

9.1.1 HOW DOES AI OPERATE? 

With large volumes of labeled training data, AI systems analyze the data for connections and patterns. 
They forecast future conditions based on these patterns. Additionally, by studying millions of in-
stances, an image-recognition program can learn to recognize and characterize things in photos. 

Reverse engineering human traits and abilities into a machine and exploiting its computing 
prowess to outperform us is the process of creating an AI system. Numerous sub-domains of 
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artificial intelligence are applied to the various fields of the industry to better understand how AI 
functions [1–3].  

• Machine learning (ML): ML teaches a computer to draw conclusions and make decisions 
based on prior knowledge. Without relying on human experience, it recognizes patterns 
and examines historical data to deduce the significance of these data points and reach a 
potential conclusion.  

• Deep learning: Deep learning is a machine-learning (ML) technique that trains a computer 
to process inputs through layers to categorize, infer, and predict the outcome.  

• Neural networks: These algorithms simulate how the human brain processes data by 
capturing the link between several underlying variables.  

• Natural language processing (NLP): NLP is the process through which a machine reads, 
comprehends, and interprets a language.  

• Computer vision: Computer-vision algorithms attempt to comprehend a picture by dissecting 
the image and examining various aspects of the object. The machine may then classify and 
learn from a collection of images to get superior results based on earlier findings.  

• Cognitive computing: By analysing text, audio, images, and other input the way a human 
would, cognitive computing algorithms seek to simulate the functioning of the human 
brain and attempt to produce the intended results. 

9.1.2 THE THREE COGNITIVE SKILLS OF AI   

• Learning processes: This area of AI programming is concerned with gathering data and 
formulating the rules that will transform the data into meaningful knowledge. The al-
gorithms give computing devices detailed instructions on how to carry out a specific task.  

• Reasoning processes: This area of AI programming is concerned with selecting the best 
algorithm to produce the desired result.  

• Self-correction processes: This feature of AI programming is to optimize algorithms and 
make sure they deliver the best outcomes [3]. 

9.2 AI ADVANCEMENT IN PATHOLOGY: AN INTRODUCTION 

Artificial intelligence has made its remarkable way into the field of pathology. AI has proved to 
be an asset in a wide variety of markets. Some examples include its applications in healthcare, 
business, education, reinforcement, finance, law, manufacturing, banking, transportation, and 
security. 

AI refers to educating a computer to solve a problem without giving explicit instructions on 
each step. It is common to draw a contrast between traditional machine learning and more 
contemporary methods like deep learning. AI applications have multiplied exponentially due to 
several developments during the past 10 years. Among the advancements are better hardware, 
better algorithms, and an increasing quantity of available data. These developments were in 
line with the pathology field’s growing digitization trend [4,5]. Algorithms using AI and ML are 
beneficial for solving simple problems. Analysis of tissue samples from significant screening 
initiatives, such as colorectal cancer screening, and situations when numerous slides with 
identical content are submitted (such as with sections of prostate specimens) are included in 
routine pathological diagnosis. 

One of the most promising areas of diagnostic medicine is digital pathology. It is a popular area 
of primary study. Digital pathology encompasses more than merely converting histopathology 
slides into digital images. Combining many data sources with recent developments in artificial 
intelligence and machine learning makes novel knowledge measurable by a human expert avail-
able. An integrated strategy is needed to build a solid foundation for an “augmented pathologist.” 
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9.3 LITERATURE REVIEW 

Artificial intelligence can detect specific features within that image (characterizing an image in terms 
of classification labels) that contribute to understanding its clinical behavior. The image analysis may 
be robust and provide more information than the unaided morphological interpretation by the human 
mind. However, the capability may get compromised by the vast annotated datasets required for 
supervised deep-learning training as currently implemented. The unsupervised experiential training 
that occurs in the case of humans is not currently helpful. However, multiple weakly supervised 
strategies substantially reduce the amount of specific annotation mandatory for training. 

9.3.1 ARTIFICIAL INTELLIGENCE IN PATHOLOGY 

The use of AI-assisted methods in medical contexts has recently increased. They might be used 
more widely, especially in the field of imaging. For instance, numerous businesses now provide 
solutions for radiology that address regular diagnostic issues, yet none of these services are used 
nationally. This trend occurs cautiously in pathology because full-slide scanners are still infre-
quently employed for formal diagnosis due to many complicated causes, such as high investment 
costs, security concerns, or pathologists‘ objections. Specific academic and commercial institutions 
are conducting ground-breaking research in this field [6]. 

9.3.1.1 Applications in Medical Imaging 
The ability to identify pulmonary nodules with CT, detect polyps in CT colonography, screen 
for breast cancer, find microcalcification clusters (early signs of breast cancer) in mammog-
raphy, and detect masses for benign or malignant in mammography. AI with computer-aided 
detection methods in mammography increase the diagnostic precision for the classification of 
breast cancer. 

The diagnosis of stroke utilizing neuroimaging with CT and MRI with deep-learning technologies 
automates the extraction and classification of imaging information with speed and power. Radiomics, 
picture segmentation, and multimodal prognostication are significant research fields. On the CT front, 
a decision-support tool automating the Alberta Stroke Program Early CT Score (ASPECTS) 
assessment tool for early ischemia alterations is now under development. This tool is comparable to 
one recently approved by the FDA. Additionally, AI is combined with CT angiography to distinguish 
between carotid plaque and free-floating intraluminal thrombus and to accurately assess the level of 
cerebral edema to predict recovery following stroke. It might help in the early triage of stroke patients 
who would benefit from craniectomy. 

By enabling doctors in isolated and rural areas to contact and consult with specialized patholo-
gists, AI, in conjunction with digital pathology, may even advance telepathology (the practice of 
pathology over the internet). These two technologies have the potential to reduce inter-reader vari-
ability among pathologists by making it simple to transmit photos so that a second reader may 
validate findings. AI will be used in digital pathology methods to identify information in images not 
visible to the human eye, such as molecular markers in cancers. Such findings might support early 
diagnosis and result in new illness micro classifications [7]. 

9.3.1.2 Addressing Bio-disaster X Threats with Artificial Intelligence and  
6G Technologies 

According to studies, bio-disaster X could ruin economies and upend people’s lives and liveli-
hoods. In essence, it represents a growing threat to civilizations everywhere. In detail, effective AI 
and 6G-enabled strategies were observed to shed light on bio-disaster X threats. These strategies 
ranged from natural language processing to deep-learning-based image analysis to address prob-
lems like early bio-disaster X detection (like identification of suspicious behaviors), remote design 
and development of pharmaceuticals (like treatment development), and public health interventions 
(like reactive shelter-at-home mandate enforcement), as well as disaster resiliency. 
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Due to the possible adverse effects bio-disaster X could have on people and the economy, it is 
an impending but preventable catastrophe. Deploying technology-based solutions to avoid and 
contain bio-disaster X risks may be more realistic and cost-effective than relying on the profes-
sional attention of overworked medical professionals and government officials. More research 
could investigate how the fusion of AI and 6G systems could improve high-impact readiness even 
more [8]. 

9.3.1.3 Prostate Cancer Risk Stratification via Light Sheet Microscopy 
Most prostate cancer diagnosis depends on pathologists’ interpretation of thin 2D sections of 
prostate biopsies. With the aid of these 2D sections, it is possible to deduce the 3D structure of 
cancer and grade it using the ISUP grading system, which positively correlates with patient out-
comes and aids in formulating crucial clinical judgments. 

The findings demonstrate that 3D pathology with AI outperforms AI approaches utilizing con-
ventional 2D sections and accurately stratifies high-risk versus lower-risk patients. The study is 
noteworthy for its use of artificial intelligence to 3D digital pathology datasets from clinical biopsies 
and an ex-vivo microscopy approach (light-sheet microscopy), which allows for 3D imaging of the 
complete prostate core needle biopsies. The method offers a promising novel prostate cancer diag-
nosis that can be utilized in conjunction with pathologist interpretation of conventional 2D sections if 
proven in more significant patient cohorts [9]. 

9.3.1.4 The Applications of Artificial Intelligence in Chest Imaging of  
COVID-19 Patients 

Worldwide healthcare and economic crisis occurred during the outbreak of COVID-19 (corona-
virus disease 2019) infection, often known as the SARS-CoV-2 [Severe Acute Respiratory 
Syndrome Coronavirus 2 (SARS-CoV-2)]. The clinical evaluation of patients with suspected or 
confirmed COVID-19 infection required diagnostic imaging for disease identification, screening, 
and stratification. However, imaging aids in the differentiation of COVID-19 from other lung 
infections and illnesses. Imaging helps distinguish COVID-19 from other lung infections and 
diseases. 

AI-based COVID-19 classification and segmentation models are developed by first training 
them on various image sources, often normal and abnormal (COVID-19, non-COVID-19) chest 
pictures. Thus, gathering data is considered mandatory. The system’s working is portrayed in the 
flowchart in Figure 9.1. 

After ethical approval, patient data must be retrieved, queried, accurately de-identified, and 
securely kept. Pseudonymization is the best method for de-identification; when the DICOM pic-
tures are pseudonymized, the subject’s identity is replaced with “pseudonyms” or identifiers [10]. 

9.3.1.5 A Narrative Review of Digital Pathology and Artificial Intelligence Focusing on 
Lung Cancer 

With the development of whole-slide imaging (WSI) technologies, pathology diagnosis is also 
possible online. The uses of digital pathology are constantly growing, from helping rural insti-
tutions with a pathologist shortage to everyday use in diagnoses like lung cancer. 

The use of whole-slide images (WSIs), also virtual slides, has substantially increased thanks to 
improvements in the speed of glass slide digitization technology and the decline in storage costs. 
Users of WSIs can view digital slides on electronic displays at various magnifications, just like in the 
Google Maps app. The adoption of digital pathology has been more gradual for a variety of reasons, 
such as the difficulty in determining the return on investment. Adoption still presents difficulties, 
despite the regulatory approval of numerous commercial systems. Pathology lab procedures, such as 
slide preparation, quality control, labeling, and bespoke integration with current laboratory infor-
mation systems, must be changed significantly to digitalize a pathology practice (LIS). 

Hiring someone to look after storage systems and the systems themselves is expensive [11]. 
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9.3.1.6 Artificial Intelligence-based Analysis of Genetic Data 
The concept of genotype-phenotype coupling implicates that it is highly likely that changes in 
morphology in tumor tissue—for example, with a mutation in a critical gene—are also identified. 
Besides the ability to anticipate molecular or clinical factors based on histo-morphological data, AI 
applications will play an increasingly essential role in interpreting molecular pathological data. 
As an illustration, deep-learning categorizes the deoxyribonucleic acid (DNA) methylation profiles 
of lung squamous cell carcinomas to separate metastatic head and neck cancer from primary lung 
cancer. 

9.3.1.7 First FDA-cleared AI Product in Digital Pathology 
On September 21st, 2021, the FDA granted Paige the first marketing authorization for an AI product 
in digital pathology for its prostate cancer diagnosis system: Paige Prostate. In addition to data 
analysis of digitally scanned whole-slide images (WSIs) produced from prostate biopsies, the soft-
ware is designed to help pathologists identify areas suspected of malignancy. The FDA gave their 
product a brand-new classification: “Software algorithm device to aid users in digital pathology.” A 
software algorithm device to aid pathologists in digital pathology is an in vitro diagnostic device 
meant to analyze acquired scanned pathology entire slide images, according to this general type of 
equipment description. 

It uses computer algorithms to provide details on picture elements’ presence, position, and 
properties that have therapeutic consequences. The user is supposed to use the information col-
lected from this gadget to make a pathological diagnosis [12]. 

9.4 METHODOLOGY 

H&E-stained slides are used for scanning the majority of the digital pathology images for AI. Tissue 
sectioning, staining, paraffin embedding, grossing, and formalin fixing are just a few processes 

FIGURE 9.1 Flowchart depicting the use of AI in chest imaging.    
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pathology samples undergo. Each step in the process and the different hardware and software used 
with the digital image scanners can impact the quality of the digital photographs, including their 
color, brightness, contrast, and scale. It is strongly encouraged to reduce the influence of these 
variances before using the images in automated analysis activities for the best outcomes. 

One method used to lessen such discrepancies is normalization. V new( ) = V old a

f scale b

{ ( ) }

{ ( ) + ]
It is 

used for the values of each channel in color images or the pixels in grayscale images. Since 
images taken from separate devices can have varying pixel sizes, even at the same magnifi-
cation level, scale normalization is a concern when numerous image acquisition devices are 
employed. Since they all used the same image acquisition method, such as a specific micro-
scopic camera or digital slide scanner, scale normalization has not been mentioned in related 
research [13–16]. 

Many researchers favored CNN as a base algorithm for their deep-learning models. Deep- 
learning-based models, particularly CNNs, have recently gained considerable attention. 

Transfer learning and data augmentation should be employed to get better results. While later 
layers, such as fully connected layers or deconvolutional layers, are initialized randomly in transfer 
learning, the convolutional layer parameters of a CNN are imported into the target CNN as layer 
initialization. A well-known dataset like ImageNet is used to pre-train a CNN‘s convolutional 
layer parameters. Different training stages can update only the imported layer parameters or all of 
the layer parameters, including the ones that were randomly initialized for the layers. The 
development of a model without transfer learning is supposed to produce superior outcomes when 
there is adequate data. 

An efficient way to improve image data is to apply multiple transformations to the provided 
image while maintaining its core elements. These transformations include rotation (90, 180, and 
270 degrees), flipping (horizontal/vertical), scaling, random translations, blurring, and sharpening, 
as well as introducing jitters to the color and brightness and adjusting the contrast histogram, 
among others [17,18]. 

Since applying large medical images directly to CNN is challenging, another type of aug-
mentation uses the patch construction method. From a sizeable problematic image with a size 
between 1024 × 1024 (camera) and > 104 × 104 (scanner) pixels, smaller patches with sizes 
between 32 × 32 and 512 × 512 pixels are recovered for use in training and inference of CNNs. 

Instead of using the pre-generated image patches throughout the training phase, resampling 
patches throughout each training epoch can increase the variance in training data and decrease the 
likelihood of overfitting. Once the patch-level CNN is trained, a different ML model is usually 
made for the decision at the complete picture level. A patch-level decision is taken for each patch 
in the training images to produce heatmap-like output, from which many features are retrieved 
using traditional image-analysis methods. The gathered feature values from the training images are 
then supplied into the target picture-level ML model [16]. 

Figure 9.2 shows the framework of a CNN Model. 
Machine learning (ML) uses data to develop predictive models to find patterns or carry out 

operations like regression or classification. ML techniques fall into two categories: supervised 
learning and unsupervised learning. In various implementations, WSIs are normalized for 
quick processing, annotated by a skilled user, and divided into image patches after being 
aligned using a multiresolution registration technique. To uncover properties that are useful for 
recognizing and classifying ROIs in images, an ML model may be trained using the image 
patches [19]. 

In CAD methodology, the image’s general qualities are the foundation for the optimization. A 
typical image index is built utilizing these global image features after each image in a database of 
images with a known ROI has evaluated its global image characteristics. Based on their image 
characteristic index, the database’s photos are divided into several image groups, with the CAD 
scheme for each group. The global image features of the digitized picture are established when the 
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construction of classification criteria optimizes the CAD system for processing a digital image 
based on that image’s characteristics. The digitized image is given an image rating once the global 
image attributes are detected, and the image is then assigned to an image group based on the image 
rating. A detection method adapted to the designated image group is used to determine the ROI 
shown in the image [20–23]. 

9.5 DISCUSSION 

Pathologists often annotate structures, train, and evaluate algorithms to detect and classify these 
structures, and then validate the algorithms. In this scenario, the taught AI platform will absorb all 
the biases of the pathologists who developed the ground truth. A competent pathologist who signs 
off on the case would study the results produced by AI, determine whether they should be used, 
and evaluate the accuracy of the predictions made by the technology. 

The ground truth, for instance, might differ between an algorithm created under the direction of 
a top expert pathologist and a platform developed using a solid and convincing correlation to 
clinical data such as prognosis and therapy effectiveness. Therefore, explaining how ground truth 
was established for each algorithm is crucial in developing AI algorithms [24,25]. 

The paucity of prospective, randomized, multi-center trials evaluating the benefit for pathologists 
and patients is now the most significant obstacle to using AI-based methods. Studies are necessary to 
identify AI solutions that improve outcomes. For research, high-quality clinical data are just as 
important as photographic data. Considering these issues, the use of digital pathology and AI has the 
potential to revolutionize the industry and help pathologists complete their work more efficiently and 
adequately. 

FIGURE 9.2 CNN deep-learning based model.    
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In this review study, we gathered data on prior developments, assessed the industry’s position 
now, and speculated on potential future trends of AI in DP. 

However, the studies mentioned above, and reviews did not demonstrate sufficient robustness and 
reproducibility to be incorporated into routine clinical practice because of biases in datasets, either 
too small or too heterogeneous, poor data integration, or insufficient validation. Additionally, specific 
machine-learning models could exhibit bias due to overfitting and underfitting. A specific criterion 
was set for including and excluding the chosen research to overcome the constraints associated with 
selection bias [26]. 

To minimize existing prejudices and further widening health disparities, many healthcare 
workers believe in decoding the present and restructuring current practices before involving AI. 
This mindset has proved to be a hindrance in AI advancement [27]. 

Artificial intelligence has come a long way in the previous 65 years. Healthcare-related AI 
research has advanced over the preceding two decades and is now applied in many different 
medical subspecialties, including pathology, radiology, and dermatology. A national or worldwide 
plan is needed for AI and digital pathology (DP) to be used for automated diagnosis, case triaging 
for improved workflow, or providing pathologists with new insights. The DP system will provide a 
second opinion and the advantages of time and cost savings over the traditional microscope-based 
pathology approach. It will also lessen the inter- observer variation problem if the system’s 
requirements—appropriate slide image management software, integrated reporting systems, faster 
scanning, and high-quality images—are met. 

However, AI methods, including deep learning, are subject to legitimate criticism because it is 
unknown how they function internally to make decisions by design. As a result, it will be necessary to 
resolve any legal and regulatory difficulties before realizing any benefits. Despite the few setbacks, 
precision image processing at a faster rate is one of AI’s most significant advantages in pathology. 
Additionally, it aids in the early detection of biomarkers during testing, saving pathologists time 
studying samples. The development of brightfield and fluorescent slide scanners has also made it 
possible for pathologists to detect concealed problems. In their daily work, medical personnel is 
helped by procedures like immunohistochemistry and digital histopathology. A cloud-based data 
management system can be used to store digital data, enabling remote access to other pathology 
centers located in various locations [28]. 

The multidimensional applications of AI in the field of pathology and its future objectives have 
been graphically represented in Figure 9.3. 

9.6 FUTURE SCOPE 

Several models have been proposed in various research, as stated in this study; hence, these models 
must be further validated and applied in other domains to ensure that these models can be im-
plemented in various locations efficiently. Due to the primary concerns in healthcare systems late 
diagnosis, incorrect treatment, and misinterpretation—appropriate systems must be created with 
the incorporation of cutting-edge software, tools, and technology. 

To successfully utilize artificial intelligence in the creation of smart cities, it is required to 
analyze and save the available data so that it can be used to produce effective AI and deep learning 
algorithms for the advancement of pathologies [29,30]. 

It is promising that the automated morphological analysis has become more accurate thanks to 
DL technology. The pathology definition in AI is increasing to encompass prognosis prediction 
and assessment of illness severity. A pathological diagnosis is more than just a morphological 
diagnosis; it involves a nuanced process of analyzing and making decisions based on clinical 
information about various organs and illnesses. A large amount of data, including genetic data, 
clinical data, and digital images, is necessary to construct AI that can manage a variety of clinical 
circumstances. 
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Various types of research have been done using public medical databases, like TCGA. They are an 
excellent place to start when researching and developing medical AI, but much more high-quality 
data is required. For instance, to develop an AI that can analyze pathology images and human 
pathologists, it is necessary to create and validate detailed annotations on many pathology images. 

9.6.1 CHALLENGES IN THE IMPLEMENTATION OF ARTIFICIAL INTELLIGENCE-BASED DIAGNOSIS 

Although artificial intelligence and machine learning have the potential to revolutionize the area of 
pathology, their translational use confronts several significant challenges. The amount of data 
consumed, and an AI system’s accuracy are closely related. In the study by Campanella et al., the 
validation error decreased by around 10 when 100 times more occurrences were analyzed. 
However, a dearth of histopathological specimens is available in digital form for computer anal-
ysis. Additionally, digitalization always requires high up-front costs. 

Even though there will be a significant increase in the volume of digital data over the medium 
term, or at the latest, within the next 10 years, a complete study and detailed description of these 
data by experienced pathologists are still lacking. 

Another factor that substantially influences the accuracy of an AI model is the data quality, 
which has significant implications for it (garbage in, garbage out problem). The guide “Digital 
Pathology,” published by the professional association of German pathologists (Berufsverband 
Deutscher Pathologen e. V.), offers aid with the digitization of pathology. It notably encourages the 
use of digital technology while highlighting the freedom of method choice and the pathologist’s 
responsibility for the selected diagnosis route [31]. 

FIGURE 9.3 AI applications in the field of pathology.    
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The most significant obstacle to using AI-based methods now is the lack of prospective, ran-
domized, multicentered trials evaluating the benefit for pathologists and patients separately. Such 
investigations are crucial to discover AI solutions that can improve patient-related outcomes. High- 
quality clinical data are equally crucial for this research as imaging data. Essentially, this is about 
the possible predictive application of AI-based methods. If these problems are fixed, AI and digital 
pathology have the potential to change the industry and make it possible for pathologists to finish 
their tasks more swiftly and precisely. 

Privacy protection, the utilization of proprietary techniques, a lack of funding, and the absence 
of pathologists who can participate in the annotation process are difficulties in producing such 
high-quality data. 

The ultimate solution to such challenges is collaborating with numerous hospitals and medical 
labs to create a sizable amount of meticulously labeled and annotated medical data. 

A medical AI prognostic prediction model that combines clinical data, genetic data, and 
morphology will eventually exist. Additionally, an AI model learned from the patient’s prognosis 
mixed with several characteristics such as tumor markers, morphology, and treatment options can 
develop a new grading system relevant to other tumor types. This system will overcome the 
inconsistent current grading and staging results across pathologists and help to improve patient 
clinical outcomes [32–34]. 

9.7 CONCLUSION 

By automating processes like finding metastases, recognizing tumor cells, and counting mitoses 
shortly, AI has the potential to change the quality completely, precision, and effectiveness of 
pathology. The use of AI in pathological diagnosis is anticipated to lighten the labor of pathologists 
and contribute to the standardization of subjective diagnoses that may result in patients receiving 
subpar care. 

Pathologists interested in AI/ML envision various tools that may provide better efficiency and 
accuracy in the regular diagnostic workflow. These tools could scan slides to count elements such 
as lymph node metastases, mitoses, inflammatory cells, or pathologic organisms, presenting results 
at sign-out and flagging examples for review. AI/ML tools could even flag regions on a slide and 
prioritize cases based on slide content. Future systems may be able to correlate patterns across 
multiple inputs from the medical record, including genomics, allowing a more comprehensive 
prognostic statement in the pathology report. 

Integrating ML techniques will help diagnose the ailment quicker, cheaper, and safer in the 
coming years. However, various biases stand as a hurdle. They must be overcome to develop other 
ML-based algorithms to guarantee sufficient robustness and reproducibility for their integration 
into clinical practice. Many proposed ML models could not be proven fit for translation in clinical 
practice. Higher-quality datasets, articles with sufficient documentation, and external validation are 
required to give the currently developed ML models sufficient robustness and reproducibility to 
integrate them into the existing clinical practice. 

It is perhaps sufficient to say that AI advancements in pathology hold the potential to revolu-
tionize the healthcare industry. However, the journey to make our expectations a reality is not an 
easy one. It would require a breakthrough that will gain the trust of pathologists across the globe. 
The results so far are accurate to a certain extent but not enough to be independent of human 
intelligence. 

To conclude, despite the many challenges posed by society, funding departments, and lack of 
appropriate technology, AI advancements are gradually advancing in the field of pathology. Many 
pathologists have their hopes tied to the progress of AI/ML to assist them in their workload and 
give patients a better healthcare environment Table 9.1. 
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10.1 INTRODUCTION 

The rapid spread of COVID-19 urged WHO to declare it an epidemic of international concern and, 
soon after, on March 12, 2020, WHO announced it as a global pandemic [1]. COVID-19 is spread 
by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), which are enveloped RNA 
viruses and have a crown-like appearance. Over the years, seven strains of these viruses have 
spread, having mild to fatal impacts on the human race [2]. With the second-highest population 
globally, India is having a hard time dealing with the COVID-9 disease. The early COVID-19 
cases in India were due to people coming from abroad. By March 7, around one lakh people in the 
country had been infected with the disease. Owing to its fast transmission rate, the ministry of 
home and family welfare, the government of India, issued several advisories related to travel, 
including quarantine rules for 14 days, a social distance of one meter, and compulsory mask 
wearing to avoid disease transmission. However, even after these steps, the disease spread across 
the country at a very rapid pace. On May 18, 2020, the total number of confirmed cases reached 
one lakh, and by July 18, 2020, it crossed the mark of 8.5 lakhs. During this period, the government 
imposed the first phase of lockdown for 21 days. This closing was a complete lockdown, which 
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reduced social, retail, park visits, grocery, and pharmacy mobility by −73.4%, −46.3%,−51.2%, 
respectively [3]. It also influenced the transit to outstations and parks along with workplaces. But, 
as the number of positive cases was still growing, India’s government extended this lockdown until 
May 3, 2020, in the second phase, and it was further extended until May 31 in the third phase. The 
Indian Council of Medical Research (ICMR) projection highlighted that social distancing and 
quarantine interventions might reduce the growth rate by 62% [4]. To increase the effects of 
measures the Indian government was taking, the GOI levied the quarantine law under the Epidemic 
Disease Act, 1897. This law allowed inspecting people traveling by rail/ship (extended to cover 
flight) and make the suspects stay in separate places in the hospital. 

Even though several measures were used and the lockdown was extended phase by phase, by 
the end of all of these measures, India had experienced 1,90,648 confirmed cases along with 5407 
deaths [1]. Undoubtedly, with the country’s huge population, the statistics highlight the govern-
ment’s success to no small extent. The earnest efforts of all the front-line workers, especially the 
doctors, nurses, and paramedics, are noteworthy. The lockdown simultaneously had a destructive 
impact on society, mainly on the small, medium, and large enterprises. The suddenly imposed 
lockdown forced millions of migrants to move to their place with no money to pay for shelter and 
food. This total shutdown increased the unemployment rate to 19% after one month of lockdown 
[5]. In general, the coronavirus disease took life through virus incursion. It badly influenced the 
economic and mental health of the people, in both developed and developing countries. 

In the last few months, scientists have worked extensively to develop vaccines to combat the dis-
ease. After the successful trial, the vaccine has been administered to people in different countries. In 
India, at present, only front-line workers are being vaccinated against the virus. Until the entire pop-
ulation is covered, people must follow the guidelines and restrict their mobility. Previous studies have 
mainly focussed on the detection and forecasting of positive cases [5,6]. Few studies have highlighted 
the challenges the Indian government faces in tackling the situation of rural and urban India [7,8]. Apart 
from this challenge, the global scientific community has also addressed the environmental and social 
factors [9]. From the start of the spread of COVID-19 until the present, the lockdown of cities/regions 
and mobility restriction is the most common norm followed across the world. 

In contrast to this issue, the effect of humans’ mobility on the spread of COVID-19 is rarely 
investigated [10]. The Indian government took a very early decision to open the lockdown in a phased 
manner to minimize the adverse effect on the economy while considering the health challenges 
ahead. With the revocation of the lockdown, with several precautionary measures, people’s mobility 
to places like parks, grocery stores, pharmacy, recreation, and transit to stations started. Google 
produced a dataset of these mobility patterns named Google COVID-19 Community Mobility 
Reports [11]. The purpose of this data was to show movement trends compared to the baseline dates 
that are based on the regular days. 

This research aims to discuss the transmission of COVID-19 and relate it with the population 
mobility, with India as a case study. The purpose is to forecast the disease growth based on the 
current mobility pattern. The research focuses on analyzing how the number of confirmed cases is 
related to mobility habits a few days ago. The present analysis will also help us understand how 
population mobility interventions can help us fight the epidemic. To analyze the mobility influence, 
it is deemed suitable to first look into the COVID-19 challenges and their consequences for Indian 
citizens. The information will help understand the mobility pattern and also clarify its necessity. 
The paper is organized as follows: Section 10.2 discusses the COVID-19 in the Indian scenario. 
Section 10.3 reports the material and methods used for the analysis. Section 10.4 describes the 
main findings, and the conclusion is documented in section 10.5. 

10.2 COVID-19 AND INDIA 

The very first case of COVID-19 was reported in India on January 30, 2020, in Kerala. The patient 
was a student of Wuhan University, China [12]. Within one month, more patients were reported 
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from the patients having travel history to Italy. During a brief span, the number of cases increased 
across the world and also in India. To date (February 7, 2021), in India, a total of 10,904,940 
COVID-19 positive patients have been reported, and the total death count has reached 155,673, 
with around 200 positive cases being reported on average every day. As the number of cases has 
sharply declined, we look back to the approaches and efforts of the Indian government to tackle 
COVID-19 and its impact on society. The overall discussion can be summarized into two phases: 
the lockdown phase and the post-lockdown India. 

10.2.1 INDIA DURING LOCKDOWNS OF COVID-19 

In India, inside the country boundary, the first step to control the spread was taken on March 16, 
2020, when the ministry of home and family welfare (MOHFW) of India proposed to implement 
social distancing [13] to control the spread rate of the disease. Then, on March 22, a Janta curfew 
of 14h was implemented in India [14], and soon after, on March 24, 2020, a 21-day lockdown was 
announced. Consecutively, India’s government prioritized individuals’ health and extended this 
lockdown in phases until May 31, 2020. This sudden lockdown negatively influenced the Indian 
economy and Indian lifestyle in terms of education: financial, recreational, and social activities. 
The GDP growth rate was the worst in history and was recorded as −23.9% [15] for April-June 
2020. But, simultaneously, this lockdown came as a boon for the environment. Reduced vehicle 
and electric equipment due to several service sectors and offices’ closures positively impacted the 
environment. Rivers became clearer, and air quality improved due to industry closure. 

10.2.2 COVID-19 POST-LOCKDOWN SCENARIO IN INDIA 

Partial unlocking occurred on June 1, 2021, when the reopening’s primary focus was the economy. 
With several government guidelines, the country moved toward opening all the financial sectors in 
phases. The healthcare sector’s key constraints were identified at the early stage to contain the 
epidemic within these critical constraints. The Indian economy sustained during this challenging 
time as compared to other countries, even when around 14 crore people lost their job and many 
more saw a salary cut. Unemployment rose to 26%, and it was predicted that India would witness 
the worst recession since independence. The government decided to work on it, and the life vs. 
livelihood debate played out. The government announcement of prioritizing life over livelihood 
changed to equal priority to both. The Indian government made an early decision to resume 
economic activities. The country’s medical facilities were strengthened, and strict norms were 
followed during mobility, quarantine, and moving around public places. 

As soon as the lockdown was revoked, traffic at grocery stores, pharmacies, parks, etc. has 
increased. The rise in mobility influences the spread of disease. Despite attempts to permanently 
unlock all the services, the lockdown has been enforced by different state governments time and 
again. To date, many benefits have not yet started to their full capacity. It can be hypothesized that 
people’s mobility trend directly influences the number of positive cases, and these trends can also 
forecast the direction of disease. The aim is also to study the influence of the COVID-19 positivity 
rate on the mobility habits of people. The next section presents this relation and utilizes it for 
predicting the direction. Today, when vaccines are in the market, we see the mobility to different 
places and social gatherings are increasing. But, as the vaccine has not reached the mass popu-
lation, we ignore its impact on the trend. 

10.3 METHOD AND MATERIAL 

As stated in section one of this research paper, one of this study’s aims was to investigate how 
citizens’ mobility impacts the coronavirus pandemic’s spread. The data considered for this esti-
mation was taken from Google community mobility data [11]. 
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This data was collected to analyze how the visits to places like grocery stores, pharmacies, and 
parks are changing in a different geographic region. Out of all the information available for other 
parts of the world, the present study uses only data for India. This data highlights the mobility 
trends to workplaces, residential areas, restaurants, cafes, public transport hubs, and parks. 
Google’s data shows the changing trend of visits and length of stay at different places concerning a 
baseline. Each day’s changes are obtained by comparing with a baseline value that is fixed for each 
day of a week. In general, the baseline is the median value obtained over five weeks for each day 
before the spread of COVID-19. Since the baseline value calculation period is between January 3, 
2020, and February 6, 2020, the median value is selected to represent the data’s central tendency 
compared to the average. During this period, the mobility on a few days may be influenced by 
extreme weather conditions and festivals in several regions of the country, giving rise to skewed 
data. The selection of the median was only to reduce the impact of skewed data. Further, to make 
this data usable, some places with similar characteristics due to social-distancing guidelines were 
grouped. Combining grocery and pharmacy into a single group, using the park as the representative 
of national forests, castle, etc., are few examples. 

To study the influence of mobility on COVID-19, the need is to investigate citizens’ mobility 
patterns during COVID-19. Figure 10.1 represents the mobility of people to different places in the 
pre-lockdown and the lockdown period. Both the transition statistics are based on the mobility for 
essential goods like grocery and pharmacy, and the data has been taken randomly for only the two 
most significant states of India. The demand for essential items has increased during the lockdown, 
as is visible in the plot. Also, it can be seen that the median values in both the states have increased 
during the lockdown. Also, the values seem to be influenced by the outliers that may represent 
instances when people stocked up the essentials as much as possible during the lockdown period 
due to panic due to total shutdown and other constraints. 

After extending the lockdown in phases, when the government announced unlocking different 
sectors in several stages, the collected mobility data highlights the trend in places like parks, 
recreational activities, grocery and pharmacy, transit stations, and workplaces. Figure 10.2 presents 
the trend of mobility in these places throughout the lockdown and unlock period. The plot of 
mobility trends directly poses a question “Are we ready to open?”. To answer this question, it 
would be better to analyze these trends concerning the change in COVID-19 cases during this 
duration. This analysis will also prove our hypothesis that the transition in mobility, mainly the 
positive growth, influences the positivity rate of COVID-19 in the country. 

To find the relation between the mobility and COVID-19 cases in India, the statistics for 
COVID-19 in India have been extracted from [16]. For this study, only the daily cases and the total 
number of positive cases have been considered each day. Apart from these, the databases also 

FIGURE 10.1 Mobility trend for essential services in pre-lockdown and lockdown period.    

154                                  Concepts of AI and Its Application in Modern Healthcare Systems 



consist of information such as the number of recovered and deceased on a per-day basis, which has 
been ignored at this stage. Blank records of missing entries were discarded. We have selected 
places like grocery and pharmacy, recreation, transit stations, and parks to analyze the influence. 
The residential and workplaces have been intentionally ignored for obvious reasons. Figure 10.3 

(a) Mar 2020 to Nov 2020 

(b) Mar 2020 to May 2021

(c) Jul 2021 to Apr 2022

FIGURE 10.2 (a),(b) and (c) Mobility trends for different places during lockdown and post lockdown 
periods.    
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presents the trend plot for community mobility in different places and the COVID-19 disease 
progression during the same time. We discuss and analyze these plots in the next section. 

This study’s second objective was to predict and forecast the disease progression based upon 
the citizen mobility data. To meet our objective, we used an ARIMA (auto-regressive integrated 
moving average) model. ARIMA includes the auto-regressive(AR) model, a moving average (MA) 
model, and is integrated to make the moving stationary. It is a time-series forecasting model that uses 
historical data to predict the future. In simple words, ARIMA uses its own lags along with the lagged 
forecast errors [17] to formulate an equation that can be used to forecast future values. In general, 
ARIMA uses three terms during forecasting. The first is the order of the AR term (p). This p refers to 
the number of past observations and is used to represent predictors. The second term is the moving- 
average order (q), and it represents the number of past errors in the forecast that should be included in 
the ARIMA model. The third term is the differencing number and is needed for stationary time series. 
The stationary time series is obtained by subtracting the previous value from the current one. This 
difference may be computed several times depending on the series complexity. For any stationary 
time series, d = 0. The autocorrelation function (ACF) and partial autocorrelations (PACF) [18] are 
used to find these ARIMA model parameters. Figure 10.4 represents the process followed by ARIMA 
for forecasting. 

FIGURE 10.3 Trend analysis of COVID-19 and citizen mobility data in different places (a) mobility trend 
in recreation (b) transit station (c) grocery and pharmacy (d) park.    

Data Collection

Pre-processing

Identify Best
Model Fit 
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FIGURE 10.4 Processing ARIMA model for the forecast.    
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10.4 RESULTS AND DISCUSSIONS 

As the number of positive COVID-19 cases reported started to decline, the government took deci-
sions regarding the opening of different service sectors in a phased manner. Advocates have said that 
owing to the economic strengthening of the country, these decisions for the opening were essential. 
The opening was allowed with moderation in the stringent rules regarding traveling, social 
distancing, organizing social events, etc. Even though the unlock phases have started, it is important 
to evaluate that we are ready for opening. The plot of Figure 10.2 represents the mobility trends of the 
population in different sectors. Until March 2020, the baseline’s mobility trend is considered an 
average trend in these sectors. As the news of disease spread reached every individual, there was a 
sudden dip in mobility toward the lockdown phases. Even though there were fluctuations in the 
mobility trend, they were far away from normal mobility. It is clear that apart from the residential 
sector, grocery and pharmacy is the other sector that observed mobility that was more than the 
ordinary phenomena. This result was because these are essential commodities and need to be reserved 
as stock. During the initial lockdown, the shortage of these items in the market influenced people’s 
behaviours. The trend graph also points out that by the seventh lockdown phase, most of the sectors 
observe mobility toward the normal, pointing to the return of normalcy in society. 

Although the number of cases is declining and most of the sectors have started working, it is 
crucial to determine the impact of this mobility transition on the COVID-19 cases. Figure 10.3 
presents the mapping of COVID-19 cases on the citizen mobility data in different places like rec-
reation, transit station, grocery and pharmacy, and park. It is observed that during March-April, the 
mobility in the recreation sector was negative, and rarely was any case of COVID-19 reported in 
the country during that time. But, around June 2020, when the first phase of unlocking started, the 
mobility of citizens increased, and the number of cases being positive also started to rise. After a steep 
dip in the movement at transit stations until April 2020, people began moving from one place to 
another. With the availability of public transport, this movement further increased. The impact of 
the increase is visible as a surge in the number of positive cases during June-July. Undoubtedly, the 
pandemic constraints have minimally affected the movements in places associated with grocery and 
pharmacy. By October 2020, the movements in these places have reached normal, and the number of 
positive cases reached a peak during this time. An interesting phenomenon was observed at places 
falling in the park category. The plot shows that people rarely visited these places during this time. 
Even though a few people may have visited, the open area and other environmental factors may have 
worked positively to avoid the spread. The increasing trend cannot be attributed to mobility in parks. 

The paper’s second objective was to forecast the disease progression in the country based on these 
citizen mobility trends. The ARIMA model is used to predict disease progression. To implement this 
model, the most important aspect is identifying the most suitable model for identifying the param-
eters. With the help of ACF and PACF, the best model was determined, and the parameters of the 
ARIMA model were set to (5,1,0) for (p,q,d) triplet. To train the system, the mobility data from 
February 2, 2020, to October 17, 2020, is taken for different sectors. The train test ratio for the model 
is 80:20. Based on the data for the above-mentioned duration, the ARIMA (5,1,0) model is used to 
predict the disease status for the period October 18, 2020, to December 2020. Figure 10.5 represents 
the forecasted mobility pattern and the actual data obtained by Google for the next 60 days in the 
three major places: grocery and pharmacy, recreation centers, and transit stations. The forecast’s 
performance evaluation based on each sector is estimated in terms of root mean square error (RMSE). 
The RMSE statistics for datasets are considerably useful as RMSE is below 10% for the mean of the 
test data for every data sector. 

Since we have already observed that citizen mobility influences the positivity rate, we discuss the 
prediction in reverse order. Based on the COVID-19 data for the total number of positive cases taken 
from [16], predictions are made regarding the disease spread for the next 60 days, starting from October 
18, 2020. These predictions are then mapped on the citizen mobility trend, and, for each of these 
sectors, it is visible that as the COVID-19 cases are decreasing, mobility is increasing (Figure 10.6). 
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The prediction of mobility trends and the trend of COVID-19 in the country may help the 
government prepare for the future. In general, we can sum up to say that COVID-19 positivity and 
the mobility trend both reciprocally influence each other. 

Proper care and precautions must be followed while opening up to avoid the next surge of 
disease spread. 

10.5 CONCLUSION 

The matter this paper discusses concerns the topics of the Indian government’s efforts toward 
dealing with the devastating disease of COVID-19 and the relationship between the citizen 
mobility trend and the spread of COVID-19. The paper investigates the influence of mobility 
trends on the COVID-19 disease propagation and tries to predict the mobility transition and the 
disease propagation in society based on the historical data. The case study is based on India, a 
country with the second-highest population in the world. The work examines the conjecture that 
mobility habits influence the spread of COVID-19 and that the positivity rate impacts people’s 
mobility habits. The places of visits have been divided into categories to investigate the influence 
of mobility habits on the disease spread. It also highlights the fact that not all areas have a similar 
effect on the disease spread. 

To pursue the research aims, quantitative estimates are made through the ARIMA model. The 
prediction results showed that mobility habits represent the variables that mainly affect the number of 
COVID-19 infections. Furthermore, the presence of other variables on the spread of disease can’t 
be ignored. Also, the other side of the analysis highlights that as the disease propagation slows down, 
the mobility transition increases and more people start coming out. This transition generates the highs 
and lows in the number of daily COVID cases being reported. The results presented here are original, 
and further analysis may lay the groundwork for handling health-related emergencies and controlling 
the further spread.  
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11.1 INTRODUCTION 

Coronavirus disease (COVID-19) is an infectious disease caused by a newly discovered coronavirus. 
‘CO’ stands for corona, ‘VI’ for virus, and ‘D’ for disease. Formerly, this disease was referred to as 
‘2019 novel coronavirus’ or ‘2019-nCoV’. The COVID-19 virus is a new virus linked to the same 
family of viruses as Severe Acute Respiratory Syndrome (SARS) and some types of common cold. 

The symptoms of COVID-19 can include fever, cough, and shortness of breath. In more severe 
cases, infection can cause pneumonia or breathing difficulties. More rarely, the disease can be fatal. 
These symptoms are similar to the flu or the common cold, which are a lot more common than 
COVID-19. This similarity is why testing is required to confirm if someone has COVID-19. 

Most people infected with the COVID-19 virus will experience mild to moderate respiratory 
illness and recover without requiring special treatment. Older people, and those with underlying 
medical problems, like cardiovascular disease, diabetes, chronic respiratory disease, and cancer, 
are more likely to develop serious illness. 

11.1.1 HOW DOES COVID-19 SPREAD? 

The virus is transmitted through direct contact with respiratory droplets of saliva or discharge from 
the nose when an infected person coughs or sneezes, so it’s important that people also practice 
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respiratory etiquette (for example, by coughing into a flexed elbow). Individuals can also be in-
fected from touching surfaces contaminated with the virus and touching their face (e.g., eyes, nose, 
mouth). The COVID-19 virus may survive on surfaces for several hours, but simple disinfectants 
can kill it. 

The best way to prevent and slow down transmission is to be well informed about the COVID-19 
virus, the disease it causes, and how it spreads. Protect yourself and others from infection by washing 
your hands or using an alcohol-based rub frequently and not touching your face. 

11.1.2 WHO IS MOST AT RISK? 

We are learning more about how COVID-19 affects people every day. Older people, and people 
with chronic medical conditions, such as diabetes and heart disease, appear to be more at risk of 
developing severe symptoms. As this is a new virus, we are still learning about how it affects 
children. We know it is possible for people of any age to be infected with the virus, but so far, there 
are relatively few cases of COVID-19 reported among children. This is a new virus, and we need to 
learn more about how it affects children. The virus can be fatal in rare cases, so far, mainly among 
older people with pre-existing medical conditions. 

According to the WHO, in India, from 3 January 2020 to 5 June 2021, there have been 
28,694,879 confirmed cases of COVID-19 with 344,082 deaths. Indicating that around 2.88Cr 
number of persons were affected by COVID-19 with around 3.47L persons losing the war against 
COVID-19 to date. 

Currently, COVID-19 vaccines are one of the most important achievements of modern medi-
cine. However, their acceptance is only partial, with vaccine hesitancy and refusal representing a 
major health threat. As of 31 May 2021, a total of 218,358,591 vaccine doses have been ad-
ministered. COVID-19 vaccines stimulate discussions both in the real world and online. Social 
media is currently a significant source of health and medical information. Elucidating the asso-
ciation between social media engagement and COVID-19 vaccination is important and may be 
applicable to other vaccines. 

Vaccination against COVID-19 is a significant and cost-effective protective mechanism for 
reducing the disease burden related to its morbidity and mortality. Nevertheless, at the population 
level, its coverage is insufficient due to factors influencing vaccination decisions and hesitancy, such 
as risk-benefit misperception or accessibility to the healthcare system. A major contribution to these 
factors is communication, involving both social and mass media, family, friends, and healthcare 
professionals. More specifically, social media and Simple Notification Service (SNS) have been used 
to improve vaccine response worldwide. However, they are also a forum for vaccine opponents 
and spreading of fake news. Understanding social media engagement, influence, and reliability is a 
critical point for improving the efficacy of advertising and publicity policies on social media. Our 
primary aim is to support the design and the implementation of future eHealth strategies and 
interventions on social media to increase the quality of targeted communication campaigns and the 
COVID-19 vaccination rates. Our main objective is to describe and characterize profiles regarding 
the COVID-19 vaccination affect the compliance of the population to vaccination guidelines. For 
example, those who advocate against vaccines use social media to disseminate their messages on a 
large scale, increasing vaccine hesitancy or refusal in the population. 

Concerning the new COVID-19 vaccines, evaluating the relationship between the population’s 
perception and compliance with the vaccine against COVID-19 is important. Therefore, this will 
contribute to creating effective means of online communication to improve vaccine acceptance. 
Social media platforms have been used to improve COVID-19 vaccine responses worldwide. 
However, they are also a forum for vaccine opponents and spreading of fake news. Understanding 
social media engagement, influence, and reliability is a critical point for improving the efficiency 
of advertising and publicity policies on social media. Our primary aim is to support the design and 
the implementation of future eHealth strategies and interventions on social media to increase the 
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quality of targeted communication campaigns and the COVID-19 vaccination rates. Our main 
objective is to describe and characterize profiles regarding COVID-19 vaccination and their 
association with social media engagement, influence, and reliability. We specifically focus on the 
Indian population in this study. The findings of this research may then support vaccination cam-
paigns against COVID-19 in the future. Our goal is to identify socio-demographic and social media 
engagement attributes affecting COVID-19 vaccination compliance. This research characterizes 
the differences between individuals vaccinated or not vaccinated against coronavirus during the 
2021 season. We attempt to understand whether there is a link between vaccination against 
COVID-19 and social media engagement, influence, and perception of reliability during the 
COVID-19 pandemic.  

• To study the extent of influence of social media (if any) on the vaccination drive, public 
health awareness, and prevention against this COVID-19 pandemic.  

• To understand the role of social media so that the results can help the government in 
strategizing and implementation of future vaccination drive to increase the quality of 
targeted communication campaigns and the COVID-19 vaccination rates.  

• To help improve the social media posts through early detection and monitoring the quality 
of post posted by users on social media. 

11.2 PROPOSED APPROACH 

In this work, we aim at determining the impact of social media on general public as a classification 
approach. In this work, we collected the data using a survey. The collected data is then pre- 
processed. Finally, the processed data is used for classification as positive and negative impact with 
various classifiers. Each step of this model is described in detail, below. (Figure 11.1) 

11.2.1 DATASET DESCRIPTION 

1A quantitative approach and several social media platforms namely WhatsApp, Facebook, 
LinkedIn, Telegram, Instagram, etc. were used to collect data via Google Forms questionnaires 
shared among social media users. This survey was conducted with the target population as the 
residents of India. With a structured questionnaire of 24 questions in total, 590 responses in all 
were collected. The responses of this survey were collected during the months May and June of 
2021. Mainly, the data collected is divided into three categories: youths, adults, and senior citizens. 
Respondents answered 24 questions related to social media activities, COVID-19 vaccination, 
social media usage, COVID-19 and vaccination-related information and behaviour, health-related 
information and some related to the nature of the respondent toward these social media platforms. 
Convenience sampling, which is one of the non-probability sampling methods, has been used in 
this research because of the ease of accessibility of the sample [1,2]. (Table 11.1) 

FIGURE 11.1 Flow diagram of proposed model.    

Social Media and COVID-19 Vaccination                                                                       165 



TABLE 11.1 
Showing Dataset Used in the Survey     

Dataset of the survey 

S.No. Questionnaire Responses   

F1 Gender Male, Female, prefer not to say  

F2 State / UT All states of India  

F3 Age 18–24, 25–64, Above 65 years  

F4 Educational Qualification Bachelors, Masters, PhD, Associate  

F5 Which Social Media platform’s you mostly 
prefer? 

Facebook, WhatsApp, Instagram, LinkedIn, Twitter, 
Telegram, YouTube  

F6 Which Social Media platform do you think give 
more reliable information? 

Facebook, WhatsApp, Instagram, LinkedIn, Twitter, 
Telegram, YouTube  

F7 What are your usual activities on social media 
platforms? 

Messaging, Writes post, Responds to posts, Just Scrolling, 
Not an Active User  

F8 How long do you browse social media? Less than half hour, In between ¹/2 hour to 2 hours, In 
between 2 hour to 3 hour, More than 3 hours  

F9 Do you see any Health related post on social 
media? 

No, Yes,Sometimes  

F10 If yes, then What impression does that post create 
of the vaccination drive? 

Fear and Anxiety, Hope and Encouragement  

F11 Have you posted anything related to COVID and 
vaccination drive on social media? 

Yes, No  

F12 If yes, then What impression does that create of 
the vaccination drive? 

Fear and Anxiety, Hope and Encouragement  

F13 How many posts you had posted related to it? No posts, 1–2 Times, 2–5 times, 6–10 times, More than 10 
times  

F14 Has someone in your family got covid positive? No, Yes  

F15 Have you got vaccinated? Yes, No  

F16 If no, then Why not? Not Interested, Heard bad rumours on social media, 
Unsure about the efficacy of vaccines, Confused between 
the vaccines, Not able to book slot online  

F17 If yes, then from where you have taken your 
vaccine? 

Government Hospital, Private Hospital  

F18 Which Vaccine did you take? Covishield, Sputnik-V, Covaxin  

F19 After taking vaccine, Have you posted it on 
social media? 

Yes, No  

F20 Do you verify the information on social media 
with the attending physician/family physician? 

No, Yes,Sometimes  

F21 How do you determine that the information on 
social media is reliable? 

Published by Government/Health Organization, Provided 
by Healthcare professionals, Browsing in Scientific 
Publications, Shared by someone I know, It seems 
convincing to me  

F22 Have you searched vaccine related information 
on WHO site? 

Yes, No  

F23 Please rate the level of information reliability 
about vaccine information on social media? 

1,2,3, … .10    
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11.2.2 DATASET PRE-PROCESSING [3] AND VISUALISATION 

Data pre-processing is a data-mining technique that transforms raw data into a useful and efficient 
format. This process has four main stages: data cleaning, data integration, data transformation, and 
data reduction.  

• Data cleaning will fill in missing values, smooth noisy data, identify or remove outliers 
and resolve inconsistencies.  

• Data integration is integration of multiple databases, data cubes or files.  
• Data transformation is done to transform the data in appropriate forms suitable for 

mining process.  
• Data Reduction is done to handle high volume of data when analysis becomes harder. 

After the collection of responses, first, we had transformed the raw data into an understandable 
format, which in this case, was stored in a comma-separated values (CSV) format. Here, all 
irrelevant and duplicate values and the missing variables were taken out of the dataset to get high 
quality of data for good results. Also, normalization was performed on the dataset to improve its 
integrity. Features of the dataset collected are gender, state, age, educational qualification and other 
similar features. 

Data visualization is the graphical representation of information, patterns, and trends in the 
processed dataset. For data visualisation, we used some descriptive statistics methods, i.e. pie 
charts and bar graphs to extract the simple summary of our collected dataset. (Figure 11.2a) to 
(Figure 11.2p) shows the visualization of different responses of the survey’s questionnaire. First, 
we observed gender distribution data where around 55% of the respondents were male and 
around 44% were female. Further, we observed that majority of the respondents were holding at 
least a bachelor’s degree, which represents a good sign of analysis [(Figure 11.2a) and (Figure 11.2b)]. 
In (Figure 11.2c), the blue bar represents “How many users prefer these Social Media Platforms” and 
orange bar represents “Which Social Media platform give more reliable information?” where in 
majority of the respondents uses WhatsApp, but they do agree it spreads fake news. On the other hand, 
the bar representing LinkedIn users showed that the numbers of respondents using it and thinking it 
gives reliable information were almost equal, while for Twitter, even respondents who don’t use it 
think that it gives more reliable information. (Figure 11.2d) represents a majority of the users 
who use social media platforms for messaging and scrolling, while (Figure 11.2e) represents a 
large number of users who spend around 30 minutes to 2 hours on social media. While scrolling 
the newsfeed, they do encounter health-related posts, which can be pictorially represented by 
(Figure 11.2f). From (Figure 11.2g), we can see that viral posts on social media give hope and 
encourage other users to get vaccinated. Social media posts are encouraging other users to get 
vaccinated, but still, the majority of users have not been vaccinated, as depicted in 
(Figure 11.2h); the reason is that they were not able to book a slot online, as shown in 
(Figure 11.2m), and the reason for it may be due to a limited supply of the vaccines or the 
negative posts creating rumours against vaccination. So, the government may use these social 
media platforms for encouraging users as a reliable source to share information, which may 
remove confusions regarding vaccination. 

Our analysis shows that even social media users are using these platforms to encourage other 
users to get vaccinated (Figure 11.2j) and for that, they are posting many posts on their newsfeed 
[(Figure 11.2h)] because of which many users took Covishield vaccine [(Figure 11.2l)] and that too 
from government hospital [(Figure 11.2k)]. 

Even though 90% of our questionnaire was filled by respondents who were holding at least a 
bachelor’s and master’s degree, when it comes to verification of information on social media, only 
50% do it; see (Figure 11.2n), (Figure 11.2o) and (Figure 11.2p). 
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(a) (b)

(c) (d)

(e) (f )

(g) (h)

FIGURE 11.2 (a). Gender distribution, (b). Educational qualification, (c). Social media reliability, (d). 
Activity on social media, (e). Time duration on social media, (f). Visibility of health-related posts on social 
media, (g). Effect of health-related posts, (h). Count of posting health-related posts, (i). Number of respon-
dents vaccinated, (j). Vaccinated respondent posts on social media, (k). Type of vaccination centre, (l). 
Preference of vaccine, (m). Causes of no vaccination, (n). Credibility of vaccine-related information on social 
media, (o). Number of respondents who verify information on social media with physician, (p). Verification of 
social media posts with WHO website.    
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(i) (j)

(k) (l)

(m) (n)

(o) (p)

FIGURE 11.2  (continued)    
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11.2.3 FEATURE SELECTION 

SEQUENTIAL BACKWARD SELECTION (SBS) [ 4] ALGORITHM 

Step1 Start with a subset of features which are relevant to our problem of study and calculate 
its entropy i.e. 

Y X=0 (11.1)  

Step2. Each feature is deleted one at a time, and then its entropy is computed and the worst 
feature is discarded, i.e. 

Jx arg max Y x where x Y= ( )k k (11.2)  

Step3. Again, each feature from remaining features is deleted one at a time, and the worst 
feature is discarded, i.e. 

Y Y x k k += ; = 1k+ k1 (11.3)  

Step4. This procedure continued until a predefined number of features are left.   

The feature selection is used to reduce the number of input variables to those that are believed to 
be most useful to a model to predict the target variable. Initially in our decision tree classifier, we 
took 14 features out of 23 that we found were the best fit, and to select the best out of these 14 
features, we have used backward feature elimination. 

Sequential backward selection (SBS) [4] is a search method that starts with all the features (an 
empty set of features) and removes a single feature at each step with a view to improving the cost 
function. This algorithm aims to reduce the dimensionality of the initial feature subspace from N to 
K-features with a minimum reduction in the model performance to improve upon computational 
efficiency and reduce generalization error. 

Here, we started with 14 features and removed the least significant feature at each iteration, one 
that no longer improved the performance of the model and change in entropy. We repeated this 
iteration until no improvement is observed on removal of features and change in entropy. At the 
removal of the 11th feature, there was an increase in entropy. So, we stopped at feature 11 and 
found our model performance is at the peak. (Table 11.2), (Figure 11.3) 

TABLE 11.2 
Showing Observations from Features Selection     

Features Accuracy Entropy  

{F1,F4,F8,F9,F10,F11,F12,F13,F14,F15,F19,F20,F22}  0.991(0.009) 0 

{F4,F8,F9,F10,F11,F12,F13,F14,F15,F19,F20,F22}  0.986(0.010) 0 

{F8,F9,F10,F11,F12,F13,F14,F15,F19,F20,F22}  0.993(0.008) 0 

{F8,F9,F10,F11,F12,F13,F14,F15,F19,F20}  0.992(0.008) 0    
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11.2.4 CLASSIFICATION [3,5–7] 

On analysing our survey data, we brought down our results to three classes: positive impact, 
negative impact, and no impact. This is a problem of multiclass classification. The algorithm will 
be given training data with populations that have positive, negative, and no impact on social media 
users. The model will find the features within the data that correlate to either class and create the 
mapping function: Y = f(x). Then, when provided with an unknown observation, the model will 
use this function to determine whether or not the respondent is impacted by these posts. 
Classification problems can be solved with numerous algorithms. 

In this research work, we have used different classifications of supervised data-mining and 
machine-learning techniques. With the implementation and help of these methods, we tried to get 
the most accurate results. The techniques used in our research work are listed below:  

• Decision Tree Classification Algorithm (DT) [5]  
• Random Forest Classifier (RFC) [5]  
• Support Vector Classifier (SVC) [5] 

FIGURE 11.3 Decision tree obtained using backward feature selection.    
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• K-Nearest Neighbour (K-NN) [5,8]  
• Logistic Regression (LR) [5] 

Following parameters have been used in this research work to compare the performance of dif-
ferent classifiers in determining ‘The impact of social media on vaccination drive in India’. 
(Figure 11.4) 

And Model Performance is given as follows 

Accuracy TN TP TN FP FN TP= ( + )/( + + + ) (11.4) 

Precision TP FP TP= /( + ) (11.5) 

Sensitivity TP TP FN= /( + ) (11.6) 

Specificity TN TN FP= /( + ) (11.7)  

We have used the K FOLD CROSS VERIFICATION METHOD [9–12], a resampling pro-
cedure used to evaluate machine-learning models on a limited data sample. This approach involves 
randomly dividing the set of observations into k groups, or folds, of approximately equal size. 
The first fold is treated as a validation set, and the method is fit on the remaining k − 1 folds. Here, 
we have discussed the results we get after implementing the above-discussed classification. 
(Figure 11.5) 

The accuracy achieved with Decision Tree using k fold cross validation is 0.995(0.008), rep-
resenting 99.5% of the time our classifier will be able to correctly identify users on whom social 
media has created positive, negative, or no impact on vaccination drive. The accuracy achieved 
with Random Forest using k fold cross validation is 0.997(0.007) representing 99.7% of the time 
our classifier will be able to correctly identify users on whom social media has created positive, 
negative, or no impact on vaccination drive. The accuracy achieved with the support vector 
classifier using k fold cross validation is 0.937(0.007), representing 93.7% of the time our classifier 

CONFUSION MATRIX AND ROC CURVE

TN
where

True Negative
FP False Positive
FN False Negative
TP True Positive

TN FP

FN TP

YESNO

NO

YES

PREDICTED CLASS

OBSERVED

CLASS

FIGURE 11.4 Showing the formulas used to calcu-
late the above quantitative observations.     
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(a) (b)

(c) (d)

(e)

FIGURE 11.5 (a). Confusion matrix obtained from Decision Tree Classifier, (b). Confusion matrix obtained 
from Random Forest Classifier, (c). Confusion matrix obtained from SVM Classifier, (d). Confusion matrix 
obtained from KNN Classifier, (e). Confusion matrix obtained from Logistic Regression Classifier.     
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will be able to correctly identify users on whom social media has created positive, negative, or no 
impact on vaccination drive. (Figure 11.6) 

The accuracy achieved with the k-nearest neighbors using k fold cross validation is 
0.952(0.018), representing 95.2% of the time our classifier will be able to correctly identify users 
on whom social media has created positive, negative, or no impact on vaccination drive. The 
accuracy achieved with the logistic regression using k fold cross validation is 0.924(0.030), rep-
resenting 92.4% of the time our classifier will be able to correctly identify users on whom social 
media has created positive, negative, or no impact on vaccination drive. 

Following results demonstrates the comparison of different classifiers in terms of different 
parameters. (Table 11.3) 

The goal behind selecting this topic for the research work is to check the influence of social 
media platforms on COVID-19 vaccination by using various classification techniques of super-
vised machine learning so that the common people can get the essence of Artificial Intelligence at 
an affordable cost in less time [9, 10] . K-Nearest Neighbor, Logistic Regression, Support-Vector 
Classifier, Decision Tree, and Random Forest Classifier are the classification algorithms used on 
the dataset to build the best predictive model with the highest accuracy among all [6,7,11]. 

From the analysis done, we found that Decision Tree and Random Forest give the best accuracy, 
precision (What percent of your predictions were correct?), recall (What percent of the positive 
cases did you catch?), and f1-SCORE (What percent of positive predictions were correct?) [12]. 

The main findings revealed that the use of social media platforms had a significant positive 
influence on public health protection and vaccination drive against COVID-19 as a pandemic. And 

FIGURE 11.6 Training-testing accuracy using KNN classifier.    

TABLE 11.3 
Showing Comparison of Different Classifiers       

Model ACCURACY PRECISION RECALL f1-SCORE  

Logistic Regression 0.934 1.00 1.00 1.00 

Decision Tree 0.990 1.00 0.98 0.99 

Random Forest 0.997 1.00 1.00 1.00 

SVM 0.952 1.00 1.00 1.00 

KNN 0.952 1.00 1.00 1.00    
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also, the posts shared in these platforms regarding vaccination encourage the other users to get 
vaccinated, which predicts that in the future, the probability of vaccinated people will increase and 
reach nearly to 100 percent, i.e., every single person may get vaccinated in the future. 

11.3 CONCLUSION AND FUTURE WORK 

Today, social media has become an important part of everyone’s life. Now everyone directly or 
indirectly depends on social media platforms. These platforms have become a mirror of all 
activities done in our country. During this COVID-19 pandemic period, the vaccination drive also 
became a part of it. But it is quite unknown how much social media has influenced public health 
awareness and prevention against this COVID-19 pandemic and its vaccination in a developing 
country like India. 

The main purpose of this research work was to find out the impact of the social media 
platforms on the COVID-19 pandemic using various data-mining techniques and machine- 
learning algorithms, including K-Nearest Neighbour, Logistic Regression, Support-Vector 
Classifier, Decision Tree, and Random Forest Classifier, which are used on the dataset to 
build the best predictive model with the highest accuracy. The data was taken from a survey that 
was later cleaned to improve the overall quality and increase the productivity [11]. Besides this, 
data pre-processing and data-analysis methods were used, which helped us improve the data 
visualization and overall accuracy of our machine-learning algorithm. Data standardization 
procedures kept all the features in the same scale and helped us in predicting the impact of social 
media on vaccination drive. 

The main finding revealed that social media platforms have a significant positive influence on 
the vaccination drive. Moreover, the government can use Twitter as a reliable source to spread 
required information in the future and inform the public about possible preventions and cures of 
other COVID-19 mutations. Therefore, a better understanding of the effects of using social media 
platforms is required, as well as a specificaiton of the profiles of social media engagement re-
garding vaccine and their association with knowledge and compliance to support improvement of 
future vaccination campaigns. 

Public health authorities may use social media platforms as an effective tool to increase public 
health awareness through dissemination of brief messages to targeted populations. However, more 
research is needed to validate how social media channels can be used to improve health knowledge 
and adoption of healthy behaviours in a cross-cultural context. 

The study was confined to residents of India only, but it can be extended to residents of all over the 
world. The method of sampling used was convenience sampling, which being a non-probability 
sampling method may have introduced some bias, which can be eliminated by taking a large sample. 
Many different adaptations, tests, and experiments have been left for the future due to lack of time (i.e., 
the experiments with real data are usually very time consuming). Future work concerns deeper analysis 
of particular mechanisms, new proposals to try different methods, or simply curiosity. More research is 
needed to validate how social media channels can be used to improve health knowledge and adopt 
healthy behaviours in a cross-cultural context.  
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12.1 INTRODUCTION 

As previously stated, pneumonia affects a wide range of people, especially children, particularly in 
developing and impoverished countries, which are defined by risk factors like overcrowding, 
sanitation, and hygiene. Bad fitness and malnutrition are associated with a lack of suitable medical 
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facilities. This acute lung infection can be brought on by viruses, fungi, or microorganisms. It 
affects the lungs, infecting the air sacs and leading to pleural effusion, which causes the lungs to fill 
with fluid. Germs, which are responsible for pneumonia, are contagious. Both viral and bacterial 
pneumonia are communicable and spread to others. By coming in contact with contaminated 
surfaces or objects, people can also get infected. Inhalation of airborne droplets from sneezing and 
coughing may also result in pneumonia infection. Symptoms of pneumonia are: coughing, mucus 
production, excessive sweating or chills, feeling of tiredness or stress, vomiting or nausea, and loss 
of appetite, etc. As mentioned in [1]. Physical examinations such as x-rays of the chest, blood 
cultures, pulse oximetry, CT scans, fluid samples, and bronchoscopies can be used to identify 
pneumonia disease. The disease is more prevalent in underdeveloped and developing nations, 
where medical resources are limited and environmental factors like congestion, pollution, and 
unhygienic environments make the disease worse. Therefore, preventing death from the illness can 
be greatly helped by early identification and management. More than 15% of all deaths in children 
under the age of five are attributable to it. As mentioned in [2], diagnosis is frequently done using a 
chest x-ray, radiography, commonly known as x-rays, computed tomography (CT), as well as 
magnetic-resonance imaging (MRI). A vital artificial intelligence technology called “deep mas-
tering” plays a key role in resolving a variety of challenging computer vision issues. For many 
picture-categorization problems, deep-learning models—especially cumulative neural networks 
(CNNs)—are often used. However, those models perform best when given a large amount of data. 
For the trouble biomedical photograph category, it is far hard to achieve a big amount of labelled 
data as it requires scientific professionals to categorise each photo, which is a high-priced and time- 
consuming assignment. Transition learning is one way to overcome this barrier. In this approach, 
to remedy trouble involving a small facts set, a version trained on a big dataset is reused, and the 
lattice weights defined in this model are carried out. CNN models are skilled on a large dataset like 
ImageNet, inclusive of more than 14 million photos, usually used for biomedical photograph- 
classification responsibilities. As mentioned in [3], the optimum treatment for pneumonia must be 
determined as soon as possible to avoid risking the patient’s life. The most common method for 
diagnosing pneumonia is a chest radiograph, although this method is difficult to use because of 
inter-magnification variability, and the prognosis depends on how well clinicians can recognise 
early pneumonia lines. Chest x-ray imaging is the method that is most usually used to diagnose 
pneumonia. Examining chest x-rays, however, is a difficult undertaking that is subject to sub-
jectivity. To diagnose contamination, the radiologist will search for white spots inside the lungs 
(known as infiltrates) when interpreting the x-ray. According to [4], this examination will even 
help determine whether you have any headaches connected to pneumonia, such as pleural effusions 
or abscesses (fluid surrounding the lungs). The overall radiographic clearance rate in patients with 
mild to moderately severe pneumonia is 30% after 10 days and 70% after 1 month, in conclusion. 
The degree of pneumonia at the time of admission was associated with delayed radiological 
clearance. A chest x-ray is typically used to diagnose pneumonia. Blood tests, such as a complete 
blood count (CBC), can help find out how well a person’s immune system is working to help avoid 
contamination. Pulse oximetry calculates how much oxygen is present in the blood. Pneumonia can 
prevent the lungs from supplying blood with enough oxygen. ResNet, a crucial component of a 
deep convolutional neural network that excels at image recognition-related tasks, is used in the 
study presented here. The project helps to talk about the working of Google Collab and its resources 
and how it can be implemented to solve high-level problems of deep learning and its various 
methodologies where the dataset is in the form of images, text, and videos. As mentioned in [5], 
TensorFlow plays a major role in building convolutional neural networks. The identification and 
detection of pneumonia are done using the ResNet architecture and perform well. The model can 
be deployed to get real-time responses using APIs. The major key takeaway from the project is 
to utilize the data and should be made balanced; resampling techniques should be applied for the 
proper working of the deep-learning model. Other things to try, such as medical problem 
statements, are complex, and there’s a high chance to miss some important points before solving 
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the issue for proper implementation. Different companies make different x-ray scanners, and 
processing and working methods are different. As mentioned in [6], to improve the existing 
dataset, collection of x-rays from multiple hospitals and different machines can be implemented. 
Using a deep-learning model, the project gives confidence to users to perform more classifi-
cation tasks and image-processing tasks. For pneumonia detection, the basics of Python and 
machine-learning algorithms like logistic regression and linear regression play a major role in 
the real-life implementation and help to fulfill the basics need of the image-processing en-
vironment. The project focuses on proper classification, causes detection, and helps people to 
avoid pneumonia infection by the use of ANN (artificial neural network) and CNN (convolu-
tional neural network) systems and their working methodologies. The main benefit of the project 
highlights how Resnets work better than plain networks and help in improving the model 
accuracy as well show its implementation. Using deep learning, many lives can be saved from 
pneumonia infection, helping people to live a healthy and prosperous life. 

12.2 LITERATURE REVIEW 

Detection of pneumonia from chest radiographs has been difficult for many years; the primary 
problem is the lack of posted information. Conventional systems are gaining knowledge of 
strategies and have been studied. A maximum of the deep getting-to-know techniques are required 
for detection of pneumonia awareness on the usage of a single CNN model. However, an orga-
nization gaining knowledge permits the consolidation of picks made via more than one CNN 
method. This efficiently incorporates the essential information, collecting additional facts from 
distinctive classifiers and considering more efficient choice making. This pattern is not often ex-
plored in the quest to diagnose pneumonia. (Nayak, [1]) mined common devices and kind strat-
egies. (Rautaray, [7]) describes a transfer getting-to-know method within the global mag of new 
generation and engineering. (Germany, D.S. et al., [5]) identified a clinical diagnosis and a 
treatable sickness with the assistance of images, primarily based on deep learning. Variable 
generalization performance of a deep-mastering version helped find pneumonia in chest radio-
graphs and thus itchanged into a move-sectional test which was performed by the authors in their 
research paper (Zech, [8]). In the assessment of device-learning algorithms, for which handcrafted 
capabilities need to be extracted and decided on for class or segmentation, deep gaining knowledge of 
based totally techniques perform give up-to-end kind, wherein the applicable and informative fea-
tures are mechanically extracted from the input statistics and categorized. CNNs are desired for 
picture facts class because they automatically extract translationally invariant functions through the 
convolution of the entered picture and filters. CNNs are translationally invariant and conduct better 
than device mastering or traditional photograph-processing methods in photo category obligations 
and, as a result, are widely utilized by researchers [9]. The radio-logistic stage of pneumonia 
detection with x-ray via the help of deep analysis was conducted by (Rajpurkar, [2]). (Xu et al., 2019) 
helped through using the making of the deep studying gadget to screen coronavirus disease and 
pneumonia. (Simonyan, [3]) made a deep convolutional community for the large scale of the images 
for their popularity. Rahman et al. 2014, Liang et al. 2014, Ibrahim et al. 2014, and Zubair et al. 2014 
implemented without a doubt transfer mastering strategies wherein first-rate CNN fashions pre- 
educated on ImageNet records are used for pneumonia elegance. To categorise the lung regions from 
chest x-ray images, Chandra et al. (2015) segmented the lung sections and extracted eight statistical 
features from these regions [10]. Multi-layer perceptron (MLP), random wooded area (RWA), 
sequential minimum optimization (SMO), type through regression, and logistic regression are the 
five conventional classifiers they successfully implemented. They tested their method on 412 images 
and found that the MLP classifier had an accuracy rate of 95.39%. 2019s Kuo et al. used 11 methods 
to identify pneumonia in 185 schizophrenia patients. They used those skills in a wide range of 
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regression and type patterns, including logistic regression, decision trees, and support-vector 
machines, and they compared the results of those models. They used a decision tree classifier and 
achieved an accuracy rate of 94.5%; the other models failed due to the use of huge margins. In 
addition, Yue et al. 2021 employed six functions to identify pneumonia in 52 patients’ chest CT scan 
pictures; the astounding AUC value they achieved was 97%. When compared to the requirements for 
in-depth analysis, the information provided in the challenge we created only had 5,800 images 
[11,12]. A branch of machine learning called deep learning employs mathematical formulas to 
translate the input to output. The available functions can build a courtship-like relationship between 
the input and the output by extracting non-redundant information or patterns from the data. In many 
conditions, the count may even be up to hundreds or thousands of images, which is a little difficult for 
the processing to be finished using local machines [13]. The version that is used within the project is 
quite heavy and could eat a lot of time for running on a normal CPU. Resolving this following 
difficulty, the project was utilized in Google Collaborator, which helped it plenty in the deep-learning 
model. Google Collab is a part of Google research projects, which is a lot beneficial in machine- 
learning education and its research and is likewise hosted on Google Cloud example, which all can 
use without cost and with less difficulty than others [14]. 

12.3 TECHNOLOGIES USED IN PNEUMONIA DETECTION 

12.3.1 DEEP LEARNING AND NLP THE TECHNOLOGIES PLAYING A MAJOR ROLE  

IN REAL-LIFE IMPLEMENTATION 

Deep learning is a form of technology that makes it simple to solve extremely difficult compu-
tational problems. Image processing, picture classification, image segmentation, image tagging, 
sound classification, video analysis, and other practical issues are examples [15]. Deep learning 
comes under the ideology of neural networks. A collection of algorithms makes up the neural 
network. That helps in recognizing relationships with the help of a dataset through which it mimics 
a human brain. In this sense, neural networks can be referred to as a type of network of neurons 
that resembles that network. The process helps to adapt according to the changing input and generates 
the best possible outcomes. Neurons, a mathematical function that gathers and categorises data 
following a distinctly unique design, are also included in neural networks. The three primary com-
ponents of the neural network architecture are the input layer, the hidden layer, and the output layer 
(Figure 12.1). 

The first layer that depicts an artificial neural network’s process is the input layer. The systems’ 
initial data is introduced into the input layer, which has artificial input neurons, where it will be 

FIGURE 12.1 Components of neural network.    
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processed by further layers of artificial neural networks. The second layer of an artificial neural 
network design is a hidden layer that exists between the input and output. The hidden layer applies 
to the input region and controls output through activation processes. The input that is sent to the 
network is transformed nonlinearly by the hidden layer. The output layer, the third and last layer in 
the neural network, aids in producing the program’s output. Understanding the fundamental 
principles of activation function is necessary since they are crucial in defining the operation of the 
hidden layer. Equations known as activation functions assist in predicting a neural network’s 
output. According to whether each neuron’s input is important to the model’s prediction system, 
the functions associated with each neuron in the network assist determine whether it should be 
engaged or not (Figure 12.2). 

By converting output values into a range of 0 to 1 or −1 to 1, the activation function aids in 
identifying the program’s output. The linear activation function is the first of two different types of 
activation functions. Because these functions are aligned or presented in linear form, their output is 
not restricted to a certain range. The equation for the line would be affected equal to X and the 
range be from minus infinity. The issue with the linear activation function is they do not help us 
with the complexity of a problem or several common data parameters that are provided to neural 
networks (Figure 12.3). 

To address the issue with the linear-activation function, the primary technologies must com-
prehend the functioning of a non-linear function. For the model to generalise or adapt to different 
types of details and to distinguish between the output, nonlinear functions are required. The model 
can generalise or adapt to a range of inputs and distinguish between the outputs with ease thanks to 
the non-linear function (Figure 12.4). 

FIGURE 12.2 Working of activation function.     

FIGURE 12.3 Linear activation function and the equation ranging from −infinity to + infinity.    
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12.3.2 CHEST X-RAY OF DIFFERENT STAGES IN CASE OF PNEUMONIA  

FIGURE 12.4 Non-linear activation function; the diagram shows how it becomes easy for the model to 
generalize or adapt to the variety of data and easily differentiate between the final output.    

FIGURE 12.5 Chest x-ray without pneumonia.    

FIGURE 12.6 Chest x-ray infected with bacterial pneumonia [ 16, 17].    
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12.4 PROPOSED METHODOLOGY 

12.4.1 TECHNIQUES AND ARCHITECTURE OF DEEP LEARNING USED IN THE PROJECT AS A 

DIFFERENTIATING FACTOR 

12.4.1.1 Neural Network 
Neural networks employ a method akin to how the human brain works to find underlying linkages in 
a piece of data. It can be described as a computer system with interconnected nodes that operate 
similarly to brain neurons. Using algorithms, they can classify and group raw data, identify under-
lying patterns and connections, and learn and get better over time. The majority of pre-trained deep 
learning models are built using three crucial types of neural networks: artificial neural networks 
(ANNs), convolution neural networks (CNNs), and recurring neural networks (RNN) (Figures 12.5,  
11.6 and 12.7) [18,19,20]. 

12.4.1.2 Artificial Neural Network (ANN) 
Artificial neural networks are a branch of biologically inspired artificial intelligence that is brain- 
inspired. A biological neural network that forms the structure of the human brain serves as the 
basis for an artificial neural network, which is typically a computer network. Just like the human 
brain has interconnected neurons, an artificial neural network also has neurons that are linked 
together in different layers of the network. These neurons are called nodes. In the field of artificial 
intelligence, an artificial neural network attempts to replicate the neural network that constitutes 
the human brain so that computers are capable of comprehending the information and making 
judgments like humans do. Computers are programmed to operate like interconnected brain cells in 
artificial neural networks (Figure 12.8). 

12.4.1.3 Recurring Neural Networks (RNNs) 
An RNN is a specific type of neural network where the output of one phase is used as the input for the 
next. While the inputs and outputs of conventional neural networks are independent of one another, 
when predicting the next word in a sentence, for example, the previous words are necessary and are 
thus needed. Remember the previous words. So RNN was born to solve this problem by using a 
hidden layer. A hidden area that contains string information is the primary and most significant 
characteristic of RNNs. RNNs have a “memory” that houses all the data related to the computations. It 
employs the same settings for each input since it performs the same work on all inputs or hidden layers 
to get the conclusion. Unlike other neural networks, it lessens the complexity of the parameter set. 

12.4.1.4 Convolution Neural Network (CNN) 
Convolutions neural networks (CNNs) are a group of deep neural networks that focus on image 
processing and are therefore frequently employed in computer-vision applications like object 

FIGURE 12.7 Chest x-ray infected with viral pneumonia.    
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detection, neural transmission, and picture classification and clustering. CNN is arguably the oldest 
deep-learning architecture. CNN is used for handwritten postal code recognition and is of the relay 
network type. The capability of CNN to consider the feature’s location is a significant advantage 
[20,21]. The intricate layers that give CNN its name is at the network’s foundation. a combined 
layer that takes features out of the source picture. Each input map’s size is reduced while still 
retaining important data thanks to a clustering layer. Multiple integrations and convolutional layers 
coupled in sequence make up the network architecture. A SoftMax layer is utilised for picture 
classification at the network level. The leaking gradient is the deeper CNNs’ primary drawback. 
CNN’s are well suited for image data classification because they automatically extract the invariant 
characteristics of the transformation and integration filtering from the input image. CNN’s are 

FIGURE 12.8 Proposed structure of pneumonia detection using x-ray images.    
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widely used by researchers because they are translation invariant and better than traditional image- 
processing methods for machine learning and image classification tasks (Figure 12.9). 

12.4.1.5 ResNet 
The suggested ResNet model is built on a residual-learning architecture, which boosts network 
deep-learning effectiveness. In contrast to the initial non-reference mapping in monotonically 
progressive convolutions, residual blocks in the ResNet model make it simpler to optimise the 
entire network, hence increasing the model’s accuracy. These “ignored connections” or residuals 
carry out identity mapping with no additional parameters or increased computational complexity. 
Residual network (ResNet) is a cumulative neural network (CNN) architecture that overcomes the 
“leak gradient” problem, allowing to build of networks with thousands of convolutional layers, 
which perform better than other networks shallower. 

FIGURE 12.9 Structure of CNN used in pneumonia detection using x-ray images.    
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12.4.1.6 The Ideology of Natural Language Processing (NLP) 
Natural language processing (NLP) describes the spoken and written ways that individuals interact 
with one another. The procedure includes verbal and textual communication, which transmits a great 
deal of information. Daily themes chosen by people, their tonality, and word choice all add up to 
some kind of information that can be analyzed, and its value may be deduced from the supplied form 
of data. NLP is a branch of artificial intelligence that, in plain English, gives robots the ability to read, 
comprehend, and extract meaning from human language (AI). NLP allows people to converse with 
computers using a natural language, such as English. With improvements in data access and a rise in 
computing capacity, NLP is flourishing in the modern world. NLP is incredibly useful in industries 
like banking, journalism, and healthcare. Today, millions of data are produced through discussions, 
statements, or tweets; these data are unstructured and do not fit in a row-and-column format, making 
them challenging to alter and analyze. NLP enables the machines to analyze sentiment and even 
recognize speech figures like irony. Data can always be in the form of numbers since NLP can readily 
take raw language as an input and extract useful insights from it when dealing with textual data. NLP 
is in high demand right now on the market. The digital revolution is something none of the businesses 
wishes to ignore. Every company tries to take advantage of artificial intelligence. Businesses examine 
unstructured data to find trends and make data-driven choices, and a sizable percentage of that data is 
text data. Projects involving textual analytics are in high demand for NLP experts with professional 
skills. Diseases are identified and predictions are made. By identifying customer reviews and 
obtaining essential information from the reviews, the target customer can be identified based on what 
customers have to say about their products. Sentimental analysis can reveal a lot about the customer’s 
preferences and motivating factors. Examples of sophisticated voice-driven interfaces that employ 
NLP to respond to vocal commands are Amazon’s Alexa and Apple’s Siri. By determining the skills 
of potential hires, NLP is also employed in the talent-recruiting process during both the search and 
selection phases. NLP technology is also used by autocorrect and autocomplete to display accurate 
items and results. The pneumonia-detection project plays a major role in image-processing tech-
niques and achieves higher accuracy and better precision value. By using NLP, the process of 
automation and discovery of new emerging technologies can be easily done. 

12.4.2 METHODOLOGIES DIFFERENTIATING FROM OTHER MODELS 

The figure mentioned above mentions the difference between plain networks vs Resnet, but there is not 
much difference in validation errors of plain 18 layers and Resnet 18. But the difference starts showing 
up when we use deeper models like Resnet 34 and Resnet 50. Also, the validation error for 34 layers 
Resnet is significantly lower compared to its plain counterpart. As shown in the figure mentioned 
above, issues using plain convolutional networks are the validation errors for two plain convolutional 
networks with 18 layers, and 34 layers. The error for a 34 layers network is higher compared to 
18 layers and differences will keep increasing with the increase in the number of layers (Figure 12.10). 

FIGURE 12.10 Comparison of plain networks vs Resnets.    
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12.4.3 USE OF ANOTHER MODERN RESNET 

12.4.4 RESIDUAL BLOCK-RESPONSIBLE FOR ESTABLISHING SKIP CONNECTION 

A residual block receives a layer’s output and passes it on to additional layers. Additionally, it 
retains historical data, which is simply the identity function. The term “skip connection” is also 
used to describe this kind of connection (Figure 12.11 and Figure 12.12). 

12.5 RESULTS AND DISCUSSION 

When training of the model is done, the result of the training in a variable was obtained, which is 
known as history. History contains all the progress of the model and its metrics, such as training, 
accuracy, and loss, which are the default type of metrics. Also, parsing in precision and recall is 
done while training in the cell, and iteration is done. In the cell, iteration and recall are performed 
based on all metrics and plotting graphs for each metric in a subplot. The blue line is the progress 
of the metric on training data and the orange line is the progress on validation data. When precision 
and recall are required, the aim is to move validation progress to gradually moving higher and 
touch the training curve gradually. Here recall is the most important metric in medical problem 
statements. The formula for finding recall is – True positive / (True positive + False negative). 
The false negatives are the number of predictions that when predicted are normal, but in actual 
situations, it’s pneumonia. The maximum recall is directly proportional to the minimum false 

FIGURE 12.11 Deeper Resnet.    

FIGURE 12.12 Diagram of residual block.     
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negatives. In this particular case, precision and recall, curves are following the trends nicely. The 
accuracy of the revalidation dataset also keeps increasing when training is done, and the loss keeps 
decreasing. This factor describes the learning ability of the model. For overfitting, there is a need to 
look at the lost graph. If the loss starts increasing and there is no indication of its coming down, 
then it is considered an overfitted model. Basically, by the following method’s performance of the 
model is evaluated (Figure 12.13 and Table 12.1). 

12.6 CONCLUSION 

The project helps to talk about the working of google collab and its resources and how it can be 
implemented to solve high-level problems of deep learning and its various methodologies where 
the dataset is in the form of images, text, and videos. TensorFlow plays a major role in building 
convolutional neural networks. The identification and detection of pneumonia are done using the 
ResNet architecture and perform well. The model can be deployed to get real-time responses using 
APIs. The problem has around 7000 images, which were easy to process the data, but in the case of 
millions of data, there is a need to adopt advanced techniques to enhance the work of deep 
learning, which can be implemented by performing image recognition and classification tech-
niques. The major key takeaway from the project is to utilize the data. It should be made balanced, 
and resampling techniques should be applied for the proper working of the deep-learning model. 
More things could be tried; medical problem statements are complex, and there’s a high chance to 
miss some important points before solving the issue for proper implementation. Different companies 
make different x-ray scanners, and processing and working methods are different. To improve the 
existing dataset, x-rays from multiple hospitals and different machines can be collected. Using a 
deep-learning model, the project gives confidence to users to perform more classification tasks and 
image-processing tasks. For future purposes, augmentation can be used as its most tricky part in 
image processing. To use augmentations that do not affect pixel values like horizontal rotations, 
random image cropping can be done or minimally tested on blurry images. The main benefit of the 
project highlights how resnets work better than plain networks and helps in improving the model 
accuracy, as well show its implementation. Using deep learning, many lives can be saved from 
pneumonia infection and help people to live a healthy and prosperous life [9–21]. 
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13.1 INTRODUCTION 

The World Health Organization (WHO) declared the pandemic of COVID-19 as an “international 
emergency,” leading to the stopping of outside life all over the world, with thousands of lives lost 
rapidly. Then the world’s scientists estimated the pandemic’s scale to determine and illustrate that 
the virus is lethal and spreadable, way more than the normal flu. According to the reports situa-
tionally from the (WHO), those most susceptible to the risk of infection are old people and those 
who have cardiovascular hypertension, cancer, and respiratory disease; the reports referenced 
people who passed away in China, Italy, and Iran. Therefore, medical robots must assist in 
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controlling the spread of infection among people. There are many ways of checking, testing, 
fogging, and disinfecting, very different from, not even comparable to, ordinary cleaning proce-
dures. Cleaning involves special techniques like cold fogging to kill viruses. Specific chemical 
solvents have been recommened, according to the National Environment Agency (NEA). This all 
adversely affects and poses danger to workers in cleaning companies, even though the procedures 
include precautionary measures; psychological damage to the working people is also a risk [1–3]. 

COVID-19 is a disease in which a new strain of coronavirus causes corona, the illness. The 
English name for the disease is derived as follows: CO is the first two letters of the word Corona, 
and VI, the first two letters of the word virus, and D, the first letter of the word disease, and this 
disease was previously called 19 novel. Coronavirus is a new virus associated with the same family 
of viruses as the virus that causes “severe acute respiratory syndrome (SARS)” and some types of 
common cold, and is rapidly spreading and infectious [4–8]. 

As the world turned to a strategy of social isolation, dedication to quarantine and contact 
through new media technologies to achieve the highest levels of safety from infection, the spread 
of the coronavirus pandemic contributed to changing the course of normal life and moving the 
world to new social phenomena that affected the nature and quality of social bonding and the usual 
human formations. Our society is therefore in desperate need of awareness of the rules of health 
awareness and knowledge of both the harms and benefits to proceed with sound health strategies. 
Health requires the integrity of the functional aspects of the person’s bodily structures to prevent 
any deficiencies or defects that affect the individual’s personality and actions, and thus, their ability 
to raise their level [9–11]. 

The main problem of this study can show as follows. Sickness and health are among the phe-
nomena that have received the attention of all segments of society, especially in light of the pande-
mice, when coronavirus has swept the world and spread in every country. This spread has 
been accompanied by many measures taken by countries to besiege the virus and prevent its spread. 
These inclue the home quarantine that requires the commitment of families to stay in their homes. 
Because this is a precautionary and necessary measure to confront the virus, it has many consequences 
for families, which may affect their physical or mental health. It is very important at this stage to know 
the health measures necessary for families to take to promote health, confront the virus, and manage 
the coronavirus crisis. Accordingly, the problem of the study lies in the following main question:  

• What is the level of health awareness in the Iraqi society about the era of the COVID-19 
(corona) epidemic?  

• To answer this question, the following sub-questions were asked:  
• What is the level of health awareness in Iraqi society about the era of the COVID-19 

(corona) epidemic?  
• Are there statistically significant differences at the significance level (α ≤ 0.05) in the 

estimates of the respondent’s responses to the level of health awareness in the Iraqi 
community about the era of the COVID-19 (corona) epidemic due to gender variables? 

13.2 RELATED WORKS 

Gregory Kahn et al., (2018) [12] developed an approach of the ordinary graph to reach a level that 
learns from their failure by interpolating both model-free and model-based methods. These learn 
from raw images and are efficient in sampling, such as from experiments on RC cars that can navigate 
through an indoor complex environment. This sounds similar to our work in finding effective and 
efficient high-quality representations for each node based on the given features, neighborhood, and 
structural information underlying the graph. The solutions should be designed to automatically ex-
tract and utilize any useful signals in the graph, whether by heuristic or systematic models. 

Guang-Zhong Yang et al., (2020) [13]: Robots’ main role in times such as the 2015 Ebola out-
break and the 2020 COVID-19 pandemic should be clear and effective. Efforts included the 
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disinfection and delivery of food and medicines to help people monitor patients’ condition and 
manage as well as prevent the disease. Solutions were developed and extended to many domains, 
such as mobile software connected to robots to retrace contacts of infected people and alert others, or 
decrease the cost and risk to the people who work to disinfect and clean the most touched surfaces. 
Our robot is one of those developed robots and smart devices/ software to pass through the pandemic. 

Ki Ho Hong et al. (2020) [14], for the sake of knowing many of the general diagnostic methods 
and interpreting the results and selection of the specimens. All of those are keys to globalize 
the epidemiological studies’ results, their level, and the (PUI: patient under investigations) to be change 
checked relating to the new information from the KCDC’S update. To make a robot and software deals 
with hygienic needs in the present time, we should be aware of all those aspects and headlines. 

Nathaniel Després et al. (2020) [15], this method is working on micro-lattice architectures; 
those are generated by a compact genetic algorithm, connected to mechanical properties that 
are finite-elemental. They analyze the autoencoder trained to supervise the manner of graph 
representations on the micro lattices and the displace characteristics, and then the decoder 
generates micro lattices from desired properties. It then adds more graph convolutional layers to 
the graph. And the similarities with our work are where producing deeper networks and working 
on autoencoder-decoder methods on a genetic algorithm helps get to the representations and the 
result of the testing. Table 13.1 shows the comparison among the previous works based on five 
points, types of dataset, methodology used, evaluation measures, and advantages. 

Fei Tian et al. (2017) [16], as soon as deep learning had been adopted in applications like 
speech recognition and image classification. This graph clustering works on a new method that 
uses k = means algorithm on the non-leaner embedding to the original graph and runs the algorithm 
to obtain results. It’s working on autoencoder and spectral clustering, and it’s more efficient than 
spectral clustering. It’s similar to our work, using low computational complexity, and the form is 
linear to the number of nodes. It’s tested and got results of various datasets of the graph, showing 
the proposed method, significantly the effectiveness of deep learning in graph clustering. 

Trung Thien Pham et al., (2020) [17], caution and prevention against coronavirus by creating a 
chamber controlled by main system roles. Three subsystems include the automatic sanitization of 
the hands and checking the body temperature, getting to the final step to spray the whole body 360° 
with silver nano solvent. If the infrared sensor read that the body’s temperature was more than 37, 
it would send it to the processor to be displayed on the screen. That is similar to the sanitizing part 
of our work, but we also have developed it as a transforming and medication teleport smart vehicle. 

Zeashan Hameed Khan et al., (2020) [18], automatic devices and robots in the field of 
healthcare get wider and better. The International Federation of Robots (IFR) sees that it will 
increase from now on, and the robot must meet all of the dexterity, sterilization, operator safety, 
power requirement, and finally, the cost to be as efficient as the human need in such a time, while 
our robot is passing all of these conditions and difficulties. 

As for what separates the current research from previous studies, it is reflected in the fact that it 
relies on health awareness that can be found in all age groups in Iraqi society, which, in most cases, 
can have negative implications. 

This study is distinguished by its new theme, which relates to the degree of health knowledge of 
the COVID-19 (corona) epidemic in the Iraqi culture. The current analysis followed the descriptive 
and analytical approach, and the electronic questionnaire was used as an information-collection 
too. The study population and its sample consisted of all members of the Iraqi community from 
2019 to 2020, and the researcher followed the available sample process. 

13.2.1 CORONAVIRUS 

It discusses the concept of the coronavirus (COVID-19), its patterns and symptoms, and the methods 
used to transmit this virus. It discusses how coronavirus infection can be avoided (COVID-19) 
(Figure 13.1). 
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13.2.2 CONCEPT OF CORONAVIRUS 

The new virus was dubbed the MERS-CoV MERS Middle East Airborne Syndrome or Corona 
Novel, and the coronavirus is the sixth largest virus in the coronavirus family. It was named 
initially in some international papers as a variety of different names, including SARS or Saudi 
SARS. Recently, it was decided to be named «Coron» Corona Mers Middle East Respiratory 
Syndrome, a new virus, not identified in the past. But, it did not emerge from a vacuum, but from 
the respiratory syndrome, and from the acute coronavirus (SARS) in China in 2003 and spreading 
into 17 countries, triggering global panic, until it was quickly confronted In the Middle East 
Respiratory Syndrome [19,20] (Figure 13.2). 

Coronavirus (COVID-19) 2019 is a new infectious disease described as ‘pneumonia of unknown 
origin.’ It was called acute respiratory syndrome (SARS-2) by the World Health Organization, 
despite the great efforts made by the Chinese government. It was first reported to have been described 
with rapid human transmission capabilities and a large varying number of deaths due to acute res-
piratory distress syndrome (ARDS) [21,22] (Figure 13.3). 

13.3 CORONAVIRUS PATTERNS 

There are three main epidemiological patterns of the virus:  

• First: In cultures, sporadic cases occur, and we don’t know the origin or infection of the virus.  
• Second: It is a category of infections between members of the family; clusters and 

transmittal occur in most of these classes, but the infection tends to be determined by 
direct contact with the sick person in the family.  

• Third: In France, Jordan, and Saudi Arabia, it is a group of infections in health facilities, 
and these trends have been identified. The infection in these groups is transmitted from 
person to person following the disease’s introduction in a healthcare facility for treatment. 

FIGURE 13.1 Coronavirus content.    
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FIGURE 13.2 Coronavirus naming.    

FIGURE 13.3 ARDS.    
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13.4 SYMPTOMS OF CORONAVIRUS 

The most common symptoms of COVID 19 are fever, exhaustion, and dry cough, and pain, nasal 
congestion, runny nose, sore throat, and diarrhea can be encountered in some patients [23,24]. 
These symptoms typically begin gradually and become mild, and some people become infected 
without feeling ill. Some 16 to 21 percent of those infected with the virus, with a mortality rate of 
2–3 percent, have become critically ill, according to the World Health Organization. The current 
estimate for virus replication is the average number of other individuals transmitted to a fully non- 
immune population by a person infected with the virus, around 3.77, which means that the rapid 
spread of the disease is imminent. It is important to classify infected individuals for quarantine 
procedures and care as soon as possible [25,26] (Figure 13.4). 

FIGURE 13.4 Coronavirus symptoms.     
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13.5 CORONAVIRUS TRANSMISSION METHODS   

1. Transfer of aerosols through the respiratory system. Generally speaking, aerosols are very 
small water particles with a diameter greater than 5 microns. And the droplets that cause 
the disease from the contamination source reach the surface of the sensitive mucosa 
within a certain distance (one meter in general), then reach the respiratory system of the 
infected person. There are usually two key sources for the transmission of the droplets; 
they are [27–29]:  
• Coughing, sneezing, chatting.  
• Performing (immersion) surgery in the respiratory system, such as swallowing sputum or 

inserting a tube into the windpipe to hold it open, and so on to induce coughing and CPR.  
2. Transmission of infection by direct contact. The transmission of infection through direct 

contact means that infections of infectious diseases, such as coughing and sneezing, are 
transmitted from one person to another via the mucous membrane of the body or the skin. 
There are two ways in which this can happen:  
• The transfer of blood or body fluids to the human body via the mucous membrane or 

the infected skin.  
• Transmission of infection by touching or shaking hands with pathogens such as 

coughing or sneezing (Figure 13.5). 

13.6 RULE INDUCTION 

Rule induction is one of the artificial-intelligence algorithms and machine-learning fields that 
learns from the data without getting to a programming solution to make more dimensions and 

FIGURE 13.5 Transmission method.    
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estimate all the classification and clustering. The benefit and the impact of the algorithm is big 
compared to the simplicity and easy-to-understand rules and depending on the if-then class con-
ditions [30,31].  

CN2 algorithm: To induce the rules in a (if, then) class, all simply and comprehensibly 
designing technique, the best choice is a cn2 classification algorithm. 

13.7 PROPOSED SYSTEM 

In this section, we will present the method used, the community and sample of the study, as well as 
the tools used for this study, as well as how to construct this tool and test its validity and reliability. 
The statistical methods used to process the data obtained are shown in the Figure 13.6. 
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13.8 STEPS OF ANALYSIS 

The descriptive and empirical method is used to achieve the aims of the study by which it seeks 
to explain the phenomenon in question, “the degree of health consciousness in the community 
when some strange health phenomenon or crisis arises, such as the spread of a particular disease 
such as COVID-19 (corona)” in an accurate definition, and to convey it in terms and quantity by 
analyzing it.  

• First, determine the gender (male or female).  
• Second, a health understanding of symptoms is included the transmission and reduction of 

the virus:  
• Transmission of the virus, as shown in Table 13.2  
• Reduction of the virus, as shown in Table 13.3 

FIGURE 13.6 The phases conducted in our research.    
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13.8.1 COLLECTION OF DATA 

The data group is established by posing different questions to all members of society, which are 
divided between issues related to the virus itself and methods of prevention and those related to the 
transmission of the virus, as we have already stated from all members of society. 

TABLE 13.2 
Questions Related to Transmission of the Virus       

Question Yes No  

1 Can it spread the virus through the air?    

2 Is the virus passed on to the fetus from the pregnant mother?    

3 Is it possible to spread the virus to animals?    

4 Is eye rubbing a possibility of the virus transmitted?    

5 Do animals have the coronavirus transmitted at home?    

6 Is the doorstep the most vulnerable place for virus transmission?    

7 Is it spread by sexual intercourse?    

8 Is it through mosquito bites to spread the virus?    

9 Can an entity become contaminated with the disease by a person’s stool?    

10 Is contact with the patient and flying droplets deemed the cause of their death or infectious 
diseases and loss of immunity for the elderly?    

11 Chance to spread the virus?    

12 Are sneezing and high temperatures a significant factor in disease risk?    

13 Is dry coughing and vomiting a sign of concern?    

14 A symptom of the disease is shortness of breath and weakness?      

TABLE 13.3 
Questions Related to Reduction of the Virus       

Question Yes No  

15 Does healthy eating help the reduction of virus infection for people with chronic diseases?   

16 Will the elderly regulate themselves after they have been injured?   

17 Is hand-washing with soap and antiseptic Dettol safer than chlorine for fear of killing the 
beneficial bacteria?   

18 Can hot liquids destroy the virus?   

19 Is SARS the same as COVID-19, and can it be avoided?   

20 Has malaria treatment shown some benefit in curing any cases in Iraq?   

21 Are children less likely to get sick due to their immune strength?   

22 Do the vaccines against pneumonia prevent the virus?   

23 Will consuming nutritious foods have a part to play in preventing the virus?   

24 Can saline help avoid daily rinsing of the nose?   

25 Are hand dryers available effective in removing the virus?   

26 Do UV sterilizers get rid of the virus?   

27 Are coronavirus-preserving antibiotics effective?   

28 Will spraying alcohol or chlorine on the body help to fully kill the virus?   

29 Can masks, after touching an infected human, be sterilized and re-used?   

30 Can you call a crisis cell if you suffer from the symptoms of the disease?      
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With respect to the study sample, the available sample form, which is “one of the types of 
likelihood samples that guarantees an equal opportunity to appear for each of the individuals in the 
group in the sample,” was used to select a total of (1776) individuals from the Iraqi group. 

Table 13.4 displays the distribution of the study sample from the Iraqi population by study 
variable. 

13.8.2 TOOLS USED FOR THE ANALYSIS 

In this analysis, the questionnaire tool was used to gather information and data from sample 
individuals and, given the nature of the sample and its location, an electronic questionnaire 
(Google drive) was designed to facilitate its dissemination to the study sample participants. To 
perform the data analysis process, the causal networks used in the SPSS analytical software have 
been used to establish accurate logical recommendations that support the group [32,33]. Where the 
degree of the correlation between the responses was used to ensure their timing by measuring the 
Pearson coefficient for the correlation between the responses received, see (Table 13.5). 

TABLE 13.4 
Distribution of the Sample Members According to the Study Variable      

Variable Category Num Percentage %  

Sex Male  493  27.8 

Female  1283  72.2  

Total  1776  100    

TABLE 13.5 
Distribution of the Sample Members According to the Study Variable          

Field Q Correlation 
Coefficient 

Indication 
Level 

Field Q Correlation 
Coefficient 

Indication 
Level  

Transmission of 
the Virus  

1 0.392 ** 0.005 Reduction of 
the virus. 

15  0.288 * 0.042  

2 0.383 ** 0.006 16  0.417 ** 0.003  

3 0.492 ** 0.000 17  0.488 ** 0.000  

4 0.571 ** 0.000 18  0.364 ** 0.009  

5 0.603 ** 0.000 19  0.285 * 0.045  

6 0.306 * 0.031 20  0.355 * 0.011  

7 0.569 ** 0.000 21  0.465 ** 0.001  

8 0.295 * 0.037 22  0.499 ** 0.000  

9 0.476 ** 0.000 23  0.440 ** 0.001  

10 0.490 ** 0.000 24  0.378 ** 0.007  

11 0.548 ** 0.002 25  0.408 ** 0.003  

12 0.389 ** 0.005 26  0.287 * 0.043  

13 0.484 ** 0.007 27  0.394 ** 0.005  

14 0.490 ** 0.000 28  0.433 ** 0.000    

29  0.439 ** 0.000  

30  0.480 ** 0.000   

Notes  
* Correlation is statistically important at 5–007 = 0.05.  

** Correlation is statistically relevant at the Δ = 0.01 level of significance.  
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It is evident from (Table 13.5) above that all the scale paragraphs are statistically relevant at the 
level of 0.05 = 5–007 and 0.01 = 5–007. 

13.9 ANALYSIS OF RESULTS 

The goal of this study was to find out what the level of community health knowledge during an 
outbreak or a particular health problem was, so it was COVID-19 (corona), and specifically, the study 
in this chapter sought to address the questions of the study and its hypotheses. At the beginning, we 
will show the answer received from the person and how perform the coding of that response will 
handle it through SPSS [34,35]. 

13.10 RESULTS OF ANSWERING AND DEBATING THE STUDY’S FIRST 
QUESTION 

This section will show the response to the first question, which stated: 

13.10.1 IN THE COMMUNITY, WHAT IS THE DEGREE OF HEALTH AWARENESS? 

For all their fields, the arithmetic averages and standard deviations were determined individually 
and collectively for the study sample estimates, where the results were as follows: 

It is clear from the findings of (Table 13.6) that the level of health consciousness in the 
current output analysis as a whole originated at the average level, with an arithmetic mean 
(0.64) and a standard deviation (0.123). The “virus transmission symptoms” field came first in 
order of level, the dominant health field, with a mean (0.69) and a standard deviation (0.69). 
For the estimates of the study sample individuals, the arithmetic averages and standard devia-
tions were determined on the paragraphs of each sector separately, where the results were as 
follows: 

13.10.2 FIELD 1, SYMPTOMS OF TRANSMISSION OF THE VIRUS 

To respond to the paragraphs of this area, the arithmetic means and standard deviations of the 
responses of the study sample individuals were used for each paragraph of the area, and the results 
were given as shown in the (Table 13.7). 

The results of the table show that the question: “Is it spread by sexual intercourse?” It came first 
and then with a mean of 013, followed by the two questions: “Do the door handle the most 
vulnerable place for the transmittal of the virus?” 

After getting the mean of 013 to the question A6: Is it spread by sexual intercourse? 
We had to make our own experiments of the dependencies and behaviors of the A6 question, 

according to the other transmission questions. The community split into multi groups, then gen-
erated the rules using the form. 

TABLE 13.6 
AM and SD for Health Awareness Fields       

S Field AM SD Seq  

1 Transmission of the virus 0.69 0.152 1 

2 Reduction of the virus 018 0.145 2  

Health awareness 0.64 0.123 –    
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13.10.3 IF CONDITIONS THEN ACTION 

We see in (Figure 13.7) the result of 010, which refers to “Is the doorstep the most vulnerable place 
for virus transmission?” We also had to make our own experiments of the dependencies and 
behaviors of the A5 question according to the other transmission questions the community split 
into ten groups then generated the rules take the form 

The results of the (Table 13.8) show the question “Do your disease suffer?” As I asked, “Do UV 
sterilizers kill the virus?” With a mean of 013 and a standard deviation of 0.252? “The most recent 
episode on my average is 0.17, a default is 0.377. 

IF (A_Q7 IS 1) THEN A_Q6 is 1
IF (A_Q1 is 1) AND (A_Q2 is 1) AND (A_Q3 is 0) AND (A_Q4 is 1) AND (A_Q5 is 1) AND (A_Q7
is 1) AND (A_Q8 is 0) AND (A_Q9 is 1) AND (A_Q10 is 1) AND (A_Q11 is 1) AND (A_Q12 is 0)
AND (A_Q13 is 0) AND (A_Q14 is 1) AND (Sex is Famel) THEN A_Q6 is 1
IF (A_Q8 = 1) AND (A_Q9 = 0) AND (A_Q10 = 1) AND (A_Q11 = 1) AND (A_Q12 = 1) AND
(A_Q13 = 0) AND (A_Q14 = 1) AND (Sex = Male) THEN A_Q6 is 1
IF (A_Q7 is 0)) THEN A_Q6 is  0 

___________________________________ 
IF (A_Q1 IS 1) AND (A_Q2 IS 0) AND (A_Q7 IS 1) AND (A_Q11 IS 1) AND (A_Q14 IS 1) THEN
A_Q6 is 1
IF (A_Q1 is 2) AND (A_Q2 is 0) AND (A_Q3 is 1) AND (A_Q4 is 1) AND (A_Q5 is 1) AND (A_Q7
is 1) AND (A_Q8 is 1) AND (A_Q9 is 1) AND (A_Q10 is 1) AND (A_Q11 is 1) AND (A_Q12 is 1)
AND (A_Q13 is 0) AND (A_Q14 is 1) AND (Sex is Male) THEN A_Q6 is 1
IF (A_Q1 = 1) AND (A_Q3 = 1) AND (A_Q4 = 1) AND (A_Q5 = 0) AND (A_Q7 = 1) AND (A_Q8 =
1) AND (A_Q9 = 0) AND (A_Q10 = 1) AND (A_Q12 = 1) AND (A_Q13 = 0) AND (A_Q14 = 1) AND
(Sex = Male) THEN A_Q6 is 1
IF (A_Q1 is 1 ) ) AND (A_Q7 is 0 ) ) AND (A_Q14 is 1 ) ) THEN A_Q6 is 1___________________________________ 

IF (A_Q11 IS 0) THEN A_Q6 is 1
IF (A_Q1 is 1) AND (A_Q2 is 0) AND (A_Q3 is 1) AND (A_Q4 is 1) AND (A_Q5 is 1) AND (A_Q7
is 1) AND (A_Q8 is 1) AND (A_Q9 is 1) AND (A_Q10 is 1) AND (A_Q11 is 0) AND (A_Q12 is 1)
AND (A_Q13 is 0) AND (A_Q14 is 1) AND (Sex is Male) THEN A_Q6 is 1

___________________________________ 

IF (A_Q1 is 1) AND (A_Q2 is 0) AND (A_Q3 is 0) AND (A_Q4 is 0) AND (A_Q5 is 0) AND (A_Q7
is 1) AND (A_Q8 is 0) AND (A_Q9 is 1) AND (A_Q10 is 1) AND (A_Q11 is 0) AND (A_Q12 is 0)
AND (A_Q13 is 0) AND (A_Q14 is 1) AND (Sex is Male) THEN A_Q6 is 1

IF (A_Q2 IS  1) THEN A_Q6 is 1 

IF (A_Q8 is 1) AND (A_Q9 is 1) AND (A_Q10 is 1) AND (A_Q11 is 1) AND (A_Q12 is 1) AND
(A_Q13 is 0) AND (A_Q14 is 1) AND (Sex is Male) THEN A_Q6 is 1
IF (A_Q1 = 1) AND (A_Q3 = 1) AND (A_Q4 = 1) AND (A_Q5 = 0) AND (A_Q7 = 1) AND (A_Q8 = 1)
AND (A_Q9 = 0) AND (A_Q10 = 1) AND (A_Q11 = 1) AND (A_Q12 = 1) AND (A_Q13 = 0) AND
(A_Q14 = 1) AND (Sex = Male) THEN A_Q6 is 1___________________________________ 
IF (A_Q9 IS 1) AND (A_Q14 IS 0) THEN A_Q6 is 1

IF (A_Q1 is 2) AND (A_Q2 is 0) AND (A_Q3 is 1) AND (A_Q4 is 0) AND (A_Q5 is 1) AND (A_Q7
is 1) AND (A_Q8 is 1) AND (A_Q9 is 1) AND (A_Q10 is 1) AND (A_Q11 is 1) AND (A_Q12 is 1)
AND (A_Q13 is 0) AND (A_Q14 is 0) AND (Sex is Male) THEN A_Q6 is 1
(A_Q8 = 1) AND (A_Q9 = 0) AND (A_Q10 = 1) AND (A_Q11 = 1) AND (A_Q12 = 1) AND (A_Q13 =
0) AND (Sex = Male) THEN A_Q6 is 1
IF (A_Q9 is 1 ) THEN A_Q6 is 1___________________________________ 
IF (A_Q2 IS 1) AND (A_Q11 IS 0) THEN A_Q6 is 1
IF (A_Q7 is 1) AND (A_Q8 is 0) AND (A_Q9 is 1) AND (A_Q10 is 1) AND (A_Q11 is 0) AND
(A_Q12 is 1) AND (A_Q13 is 0) AND (A_Q14 is 0) AND (Sex is Male) THEN A_Q6 is 1
IF (A_Q2 = 1) AND (A_Q5 = 0) AND (A_Q8 = 1) AND (A_Q9 = 0) AND (A_Q10 = 1) AND (A_Q11
= 1) AND (A_Q12 = 1) AND (A_Q13 = 0) AND (A_Q14 = 1) AND (Sex = Male) THEN A_Q6 is 1
IF (A_Q2 is 1 ) AND (A_Q11 is 1 ) THEN A_Q6 is 1

FIGURE 13.7 Rules generation through split community into six groups based on A6 related to Transmission 
dataset.    
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For the reduction part, we had to get the highly mean result of 017, which refers to “Do UV 
sterilizers kill the virus?” 

We had to make our own experiments of the dependencies and behaviors of the A24 question 
according to the other transmission question to get the results, and checking them as  Figure 13.8. 

As we see in (Figure 13.8), the A24 pattern depends on the result of the compression and 
applying the rule on the other 15 questions’ answers to get a tolerated new important A24 pattern; 
for the last rule, we had to make an (if_ then) condition. We had to make our own experiments of 
the dependencies and behaviors of the sex question. 

IF (A_Q15 is 0) AND (A_Q16 is 1) AND (A_Q17 is 0) AND (A_Q18 is 1) AND (A_Q19 is 0) AND (A_Q20
is 0) AND (A_Q21 is 1) AND (A_Q22 is 1) AND (A_Q23 is 0) AND (A_Q25 is 0) AND (A_Q26 is 0) AND
(A_Q27 is 1) AND (A_Q28 is 0) AND (A_Q29 is 1) AND (A_Q30 is 1) THEN A_Q24 is 1

IF (A_Q15 = 0) AND (A_Q16 = 0) AND (A_Q17 = 0) AND (A_Q18 = 1) AND (A_Q19 = 0) AND (A_Q20 =
0) AND (A_Q21 = 1) AND (A_Q22 = 0) AND (A_Q23 = 0) AND (A_Q25 = 1) AND (A_Q26 = 1) AND
(A_Q27 = 0) AND_____________ ___________________

IF (A_Q20 IS 0) AND (A_Q29 IS 2) AND (A_Q30 IS 1) THEN A_Q24 is 0

IF (A_Q15 is 1) AND (A_Q16 is 1) AND (A_Q17 is 0) AND (A_Q18 is 0) AND (A_Q19 is 0) AND (A_Q20
is 0) AND (A_Q21 is 0) AND (A_Q22 is 0) AND (A_Q23 is 0) AND (A_Q25 is 0) AND (A_Q26 is 0) AND
(A_Q27 is 1) AND (A_Q28 is 0) AND (A_Q29 is 1) AND (A_Q30 is 1) THEN A_Q24 is 0

IF (A_Q15 = 0) AND (A_Q16 = 0) AND (A_Q17 = 0) AND (A_Q18 = 1) AND (A_Q19 = 0) AND (A_Q20
= 0) AND (A_Q21 = 1) AND (A_Q22 = 0) AND (A_Q23 = 0) AND (A_Q25 = 1) AND (A_Q26 = 1) AND
(A_Q27 = 0) AND (A_Q28 = 1) AND (A_Q29 = 1) THEN A_Q24 is 0

IF (A_Q30 IS 1) THEN A_Q24 is 1

IF (A_Q15 is 1) AND (A_Q16 is 1) AND (A_Q17 is 0) AND (A_Q18 is 0) AND (A_Q19 is 0) AND (A_Q20
is 0) AND (A_Q21 is 1) AND (A_Q22 is 1) AND (A_Q23 is 0) AND (A_Q25 is 0) AND (A_Q26 is 0) AND
(A_Q27 is 1) AND (A_Q28 is 0) AND (A_Q29 is 1) AND (A_Q30 is 1) THEN A_Q24 is 1

IF (A_Q15 = 0) AND (A_Q16 = 0) AND (A_Q17 = 0) AND (A_Q18 = 1) AND (A_Q19 = 0) AND (A_Q20
= 0) AND (A_Q21 = 1) AND (A_Q22 = 0) AND (A_Q23 = 0) AND (A_Q25 = 1) AND (A_Q26 = 1) AND
(A_Q27 = 0) AND (A_Q28 = 1) AND (A_Q29 = 1) AND (A_Q30 = 1) THEN A_Q24 is 1

IF (A_Q16 IS 1) AND (A_Q25 IS 0) AND (A_Q29 IS 1) AND (A_Q30 IS 1) THEN A_Q24 is 1

IF (A_Q15 is 1) AND (A_Q16 is 1) AND (A_Q17 is 0) AND (A_Q18 is 0) AND (A_Q19 is 0) AND (A_Q20
is 1) AND (A_Q21 is 0) AND (A_Q22 is 0) AND (A_Q23 is 1) AND (A_Q25 is 0) AND (A_Q26 is 0) AND
(A_Q27 is 1) AND (A_Q28 is 0) AND (A_Q29 is 1) AND (A_Q30 is 1) THEN A_Q24 is 1

IF (A_Q15 = 0) AND (A_Q16 = 0) AND (A_Q17 = 0) AND (A_Q18 = 1) AND (A_Q19 = 0) AND (A_Q20
= 0) AND (A_Q21 = 1) AND (A_Q22 = 0) AND (A_Q23 = 0) AND (A_Q26 = 1) AND (A_Q27 = 0) AND
(A_Q28 = 1) AND (A_Q29 = 1) AND (A_Q30 = 1) THEN A_Q24 is 1

IF (A_Q16 is between (0 - 1 ) ) AND (A_Q29 is between ( 0 - 1 ) ) AND (A_Q30 is between ( 0 - 1 ) ) THEN
A_Q24 is 1

IF (A_Q16 IS 1) AND (A_Q18 IS 1) AND (A_Q29 IS 1) AND (A_Q30 IS 1) THEN A_Q24 is 1

IF (A_Q15 is 1) AND (A_Q16 is 1) AND (A_Q17 is 0) AND (A_Q18 is 1) AND (A_Q19 is 1) AND (A_Q20
is 0) AND (A_Q21 is 0) AND (A_Q22 is 1) AND (A_Q23 is 0) AND (A_Q25 is 0) AND (A_Q26 is 0) AND
(A_Q27 is 1) AND (A_Q28 is 0) AND (A_Q29 is 1) AND (A_Q30 is 1) THEN A_Q24 is 1

IF (A_Q15 = 0) AND (A_Q16 = 0) AND (A_Q17 = 0) AND (A_Q18 = 1) AND (A_Q19 = 0) AND (A_Q20
= 0) AND (A_Q21 = 1) AND (A_Q22 = 0) AND (A_Q23 = 0) AND (A_Q25 = 1) AND (A_Q26 = 1) AND
(A_Q27 = 0) AND (A_Q28 = 1) AND (A_Q29 = 1) AND (A_Q30 = 1) THEN A_Q24 is 1

IF (A_Q16 is between (0 - 1 ) ) AND (A_Q18 is between (1 - 0 ) ) AND (A_Q29 is between ( 0 - 1 ) ) THEN
A_Q24 is 1 ___________________________________

FIGURE 13.8 Rules generation through split community into eight groups based on A24 related to 
reduction dataset.    
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13.10.3.1 Results of Addressing and Explaining the Second Question  
in the Analysis 

To answer the second question, which said: 

Are there statistically relevant variations at the level of (Δ ≤ 0.05) in the response estimates of the 
subjects?  

Here we put forward the following hypothesis: 

No statistically significant differences were found at the level of (Δ ≤ 0.05) in the population 
response estimates to the level of health knowledge due to the gender variable.  

To check this hypothesis, the “T-test for the two independent samples” was used to assess whether 
there are statistically significant differences in the level of health knowledge among both males and 
females in the Iraqi population, and the results are shown in the Table 13.9. 

From the results shown in (Table 13.9) above, it has been found that the likelihood value (Sig) 
corresponding to the “T-test for the two independent samples” is greater than the significance level 
(0.05 ≥ 5–007) for the two fields, and thus, it can be assumed that there are no statistically sig-
nificant discrepancies in the population estimates assigned to the variable gender. 

As a result, there is no disparity in the degree of people’s response to the level of health 
awareness in Iraqi society because they are male and female, and this is due to the fact that people 
are aware of health awareness at the same level. 

13.11 CONCLUSION AND RECOMMENDATIONS 

This section will explain the main recommendations from this research: undertaking a research 
similar to the current research, which involves age, educational qualifications, and gender variables. 
Study on the health awareness variable of the coronavirus and its connection to quarantine. Building 
extension projects in various audio-visual and written media in newspapers and magazines, due to the 
efficacy of these means and the speed at which they disseminate information to match the speed of 
virus dissemination. Iraqi people are fairly sophisticated in the health-awareness field. There are no 
statistically significant differences at the significance level (α ≤ 0.05) in the estimates of the 
respondents’ responses to the level of health awareness in the Iraqi community about the era of the 
COVID-19 (corona) epidemic due to the gender variable. Reduction ways are the main method to 
be in a safe from transmission of the coronavirus. There are great impact of coronavirus transmission 
methods, such as (sexual intercourse and contact with surfaces), less important to the other methods 

TABLE 13.9 
The Results of the “T-test for the Two Independent Samples” - Gender        

Fields  Gender T-Test Value Probable 
Value 

Male Female  

Field1, Transmission of the virus repeat 493 1283 −1.773  0.083 

means 0.68 0.69 

Field2, Reduction of the virus repeat 493 1283 −1108  0.057 

means 017 019   

* “The T-value at the significance level of 0.05 and the degree of freedom of “1774” is 1.645”.  
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of virus transmission. There are many ways to reduce the virus, but there are priorities and some that 
are effective on the others, such as the (UV sterilizing). 
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14.1 INTRODUCTION 

The superstar of industry and research, artificial intelligence (AI), is influencing every sphere of 
our civilization, including healthcare and medicine. Artificial intelligence (AI) was first used by 
McCarthy in 1955. It is defined as “the science and engineering of creating intelligent machines” 
[1]. The phrase suggests the least human involvement in the usage of a computer to simulate 
intelligent behaviour. According to the Cambridge Dictionary, AI encompasses a broader defini-
tion in this regard, namely as an interdisciplinary approach that uses concepts and tools from a 
range of disciplines, including computation, mathematics, logic, and biology, to address the 
challenges of comprehending, simulating, and duplicating intelligence and cognitive processes [2]. 
Science fiction is no longer the exclusive domain of artificial intelligence. It is regarded as having 
enormous societal and economic potential and being the most revolutionary technology of the 21st 
century and beyond. The large internet corporations have started a virtual competition for domi-
nance in the field and are pouring billions of dollars into AI research. Healthcare has been 
highlighted as an early candidate to be changed by AI technology [3], along with other important 
industries like mobility and energy [4]. AI has been used in a variety of fields during the past 
10 years, including search engines, machine-translation tools, and intelligent personal assistants. 
Along with the growing use of electronic health records (EHRs) and the quick development of life 
sciences, especially neuroscience, AI has also found many applications in the medical industry. 

14.2 HEALTHCARE 

When used in an attributional sense, healthcare frequently refers to actions taken, typically by 
qualified and certified professionals, to maintain or restore individual’s physical, mental, or emo-
tional well-being [5]. The healthcare system is complicated. One aspect is that they are made up of 
different components that operate well together. According to the World Health Organization, “or-
ganisations, people, and actions whose primary objective is to promote, restore, or sustain health” 
constitute a healthcare system (WHO). Furthermore, they are frequently described as being on a 
national basis, which greatly expands their reach and include all areas, all types of institutions, and 
various medicinal systems of providing healthcare [6]. 

14.3 AI IN HEALTHCARE 

One of the most exciting fields for AI applications has long been medicine. Numerous clinical 
decision support systems have been proposed and created by researchers since the middle of the 
20th century [7,8]. The 1970s saw a lot of success for rule-based approaches [9,10], which have 
been demonstrated to interpret ECGs, identify diseases [11], select the best treatments [12], offer 
understandings of clinical reasoning [13], and help doctors come up with diagnostic hypotheses in 
challenging patient cases [14]. However, rule-based systems can be fragile and expensive to 
construct since they require explicit representations of decision rules and human-authored revi-
sions, much like any textbook. 

Additionally, it is challenging to encode higher-order relationships between knowledge pieces 
written by various specialists, and the effectiveness of the systems is constrained by how complete 
past medical information is [15]. A system that combines deterministic and probabilistic reasoning to 
prioritise diagnostic hypotheses, hone in on important clinical context, and suggest treatment was 
also challenging to implement [16]. The challenges of AI in healthcare are depicted in Figure 14.1. 

In recent years, several healthcare institutions have adopted AI-supported technologies to 
improve the level of patient care and the efficiency of available medical resources [17,18]. The 
knowledge-intensive healthcare industry has a lot of opportunity for innovation thanks to artificial 
intelligence (AI), which combines machine learning, natural language processing, and intelligent 
robotics [19,20]. In fact, a number of clinical and patient-facing applications [17] are now used in 
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healthcare. Included in this is GP at Hand, a Babylon health-powered application that analyses 
known symptoms and risk factors to offer accurate medical advice as well as tips about how to 
stay healthy [18]. Using Corti technology, the emergency dispatch procedure in Copenhagen is 
managed and optimised. To identify diabetic retinopathy in retinal fundus photographs [21] or 
image-related technologies, Google created a deep-learning algorithm. Supporting technologies 
for AI play a crucial role in enhancing clinicians’ decision-making for diagnosis and treatment 
by learning and diagnosing from a massive volume of medical research and patients’ treatment 
records [22–24]. The technology algorithms are utilised to assist radiologists in interpreting 
images while diagnosing breast cancer, according to Shiraishi et al. [25]. Additionally, it was 
claimed that the technology can identify skin cancer with greater accuracy compared to trained 
dermatologist [26]. Since the diagnosis is based on knowledge drawn from a sizable body of 
data and skill, it may be handled more rapidly and effectively [27]. Additionally, sophisticated 
virtual human models are also utilised to have the discussions necessary to identify and treat 
people with mental illnesses [28]. Figure 14.2, demonstrates various regulatory and ethical 
considerations for AI in healthcare. 

FIGURE 14.1 Challenges for artificial intelligence in healthcare.    

FIGURE 14.2 Regulatory and ethical considerations for AI in healthcare.    
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14.4 ELEMENTARY ISSUES 

14.4.1 PRIVACY ISSUES 

Many different types of data are currently collected on users by robots and AI systems. Although 
these data collecting entail a lot of work, the advantages of this collection technique may not 
immediately be apparent [29]. 

The medical industry is one of the significant fields where the problem of upfront privacy 
counts. This privacy is important, particularly in the US, one of the only countries that doesn’t have 
universal healthcare and where pre-existing condition safeguards are still in jeopardy. The US has 
used HIPAA (The Health Insurance Portability and Accountability Act) as the basis for defining 
personally identifiable information (PII) and imposing limitations on its sharing since it was 
approved in 1996 [30]. While it has mostly focused on how businesses can exchange data with 
other businesses in the medical field and who within businesses can access the data, IT and 
development teams have frequently determined they are not covered by the judgment. According 
to the creators, complete data is required to create precise systems [31]. 

Compared to conventional health technology, AI has a number of distinctive qualities. Notably, 
they can occasionally be difficult or even impossible for human medical experts to supervise due to 
their propensity for specific sorts of errors and biases [32–35]. The latter is a result of the “black 
box” issue, in which learning algorithms’ methods and “reasoning” may be partially or entirely 
opaque to human observers as they reach their decisions [36,37]. This opacity may also apply to 
how health and personal information is utilized and exploited if the appropriate controls are not 
regulated. Importantly, in response to this problem, numerous researchers have been studying on 
interpretable versions of AI that will make it easier to include into medical care [38]. Due to the 
unique properties of AI, the regulatory procedures utilised for approval and ongoing oversight will 
also need to be exceptional. Healthcare data privacy threats and benefits associated to artificial 
intelligence are shown in Table 14.1. 

The concentration of technical innovation and knowledge in major tech corporations may cause 
public institutions to become more committed partner in the implementation of health technology. 
The Deep Mind case demonstrates that appropriate steps must be made to preserve patient agency 
and privacy in the context of these public-private partnerships, even though some of these patient 
privacy violations may have occurred in spite of current privacy acts, regulations and policies. AI 
present a unique difficulty because the algorithms usually require access to enormous amounts of 
patient data and may exploit that data in a number of ways over time [39], in addition to the pos-
sibility for general power abuses. The location and ownership of servers and computers that store and 
access patient health information are critical in these circumstances. Regulations should require that 
patient data be kept in the country from which it was attained, with very few exclusions. Strong 

TABLE 14.1 
Healthcare Data Privacy Threats and Benefits Associated to AI    

AI’s Threats for Data Privacy AI’s Scope for Data Privacy  

Vulnerability to attacks on the integrity and privacy of data Improving the use of data 

AI-based re-identification of patients Improved accountability for privacy violations 

Data integrity and bias Enhancing data exchange and productivity among doctors 

Unintentional disclosure  

A lesser extent of ownership and management of data  

Less apparent understanding of individual’s data privacy  

Using private health information outside of healthcare  

Privacy-related complications     
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privacy protection is possible when organizations are fundamentally pushed to work together to 
assure data security by their own designs [40]. For the purposes of preserving privacy, commercial 
healthcare AI systems can be controlled; however, it introduces conflicting objectives. As we have 
observed, if businesses can make money off of the data or use it in other ways, and if the punishments 
for breaking the law are not severe enough to discourage such behaviour, they may not be highly 
motivated to enforce privacy protection. Due to these and other problems, request have emerged calls 
for more systemic oversight of big data medical studies and technologies [41]. 

Even in situations where “anonymization” is place, this reality might enhance the privacy dangers 
associated with giving private AI corporations power over patient health information. Additionally, it 
raises concerns about insurance, liability, and other practical matters that are distinct from situations 
in which governmental entities have direct ownership over patient information. Given the complex 
and variable level of the potential liability that corporate AI developers and support personnel may 
assume when working with large amounts of patient information, it will be necessary to create 
carefully drafted contracts that outline the roles and responsibilities of the parties involved as well as 
who will be responsible for any unintended consequences. Using generative data is one method AI 
system creators might be able to do away with lingering privacy worries. With no connection to 
actual people, generative models learn to produce realistic but synthetic patient data [42,43]. 

14.4.2 SECURITY ISSUES 

Most industries, from banking to entertainment, manufacturing to healthcare, have experienced 
data security breaches in recent years. According to a 2019 analysis, the average cost per stolen 
record was $150, and it took an average of 206 days to uncover a data breach and an additional 
73 days to contain it. Healthcare is the solitary industry in the survey to indicate more internal 
(56%) than external (43%) reasons as the source of data breaches, with healthcare reporting the 
largest number of instances attributable to error, malware, and hacking (the remainder is caused 
by partners or multiple parties). The research itself underscores the particular difficulties faced by 
healthcare data: they are extremely sensitive and open to exploitation, while rapid access to 
accurate and current data is essential, particularly in emergency situations. The research proposes 
creating standards for the oversight of internal access to protected health information, minimising 
the possible effects of ransom ware on any particular network, and using full disc encryption as an 
efficient, affordable way to prevent data breaches in healthcare [44]. All forms of organisations are 
experiencing an increase in cyber-attacks globally, exposing private digital data to hacking and 
unauthorised access [45–47]. For instance, over 35,000 patients’ medical details from all over 
India were exposed as a result of the hacking of a diagnostic laboratory database in Mumbai in 
2016. Despite past invasions, the facility has not taken any precautions to protect the data [46]. The 
security and accuracy of AI solutions in the health industry must be guaranteed because the dis-
closure of particularly sensitive health information could have negative effects and endanger 
human lives. To process patient data securely, AI businesses must build safe infrastructure, India’s 
privacy and security laws must be strengthened, and there must be rigorous security protocols and 
standards for breach notification [46]. The risks mentioned above are not specific to AI technol-
ogies, but it is widely acknowledged that the frequency and complexity of threats and data 
breaches in the healthcare and other sectors will increase with increased use of online tools and 
databases, including reliance on cloud solutions—some of which may fall under AI. Numerous 
initiatives to safeguard sensitive data are under way to combat these threats, utilising both con-
ventional methods and, more recently, AI-based solutions. 

14.4.3 INTEGRITY ISSUES 

The foundation of AI-driven healthcare is data. Data sets utilised to power AI solutions must be 
accurate and full for results to be reliable and objective [46]. To use machine-learning technology 
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to optimise treatment, access to essential digital patient data is necessary [47]. Working with large 
data presents a number of difficulties, comprising unstructured data, absence of interoperability, 
and unorganised data [48]. Even if expensive infrastructure and AI tools can be implemented in 
resource-limited settings, their effectiveness may be limited by a non-existence of relevant his-
torical health data and a general paucity of health data compared to industrialised markets [49]. It 
can be challenging and time-consuming to get high-quality datasets that can be utilised to train 
machine-learning algorithms to identify risk factors or provide clinical diagnosis for a number of 
illnesses pertinent to resource-poor settings. Digitizing health records may be more challenging 
because they are usually handwritten in various languages [50]. 

14.5 DATA COLLECTION 

Given the diversity of the population and the increasing amount of unstructured data sets, data 
integrity calls for special attention. Data sets may contain particular cultural biases related to 
caste, age, gender, and sexual orientation. Therefore, it’s crucial that the data and input sources 
used to train and inform the AI technology’s algorithms come from a suitably wide and 
diversified population [46]. At a session on AI in India, AI and healthcare practitioners, start- 
ups, and thank tanks recognised this as a major issue in addition to data entry and tabulation 
problems [51]. 

14.6 DATA ANALYSIS 

Large and complicated electronic health datasets that are difficult to manage with conventional 
software, hardware, and/or standard data management tools and processes are referred to as “big 
data” in the healthcare industry. Healthcare providers and other stakeholders in the healthcare 
delivery system can provide more thorough and insightful diagnoses and treatments when big data 
in healthcare is synthesised and analysed to uncover links, patterns, and trends [52]. Lack of an 
analytics system capable of collecting vast amounts of largely unstructured health data, per-
forming sophisticated analysis fast, and launching actionable solutions is a barrier to the use of 
big data in healthcare. For instance, compiling and uploading all the data from the monitors in the 
intensive care unit, identifying important medical trends, and initiating a medical action [53]. Due 
to its sheer size, speed of management, range of data types, and volume, big data in healthcare is 
overwhelming [52]. 

14.7 REGULATION ISSUES 

The Food and Drug Administration normally oversees the safety and efficacy of new and emerging 
medical technology and equipment (FDA). Whether the FDA genuinely has legal power over 
independently operating algorithms that are used to make (or assist in making) medical choices 
rests on the vague definition of what constitutes a “medical device.” The FDA’s long-standing 
claim that it does not control the practise of medicine may be in conflict with its regulation of 
black-box medical algorithms [54]. In other areas, the FDA has authority of over isolated algo-
rithms and most likely in the context of linked technologies that could be more conveniently 
referred to as “medical devices,” but there may be differences on this point [55]. However, certain 
algorithms will generate highly specific therapy predictions or suggestions, making the utilisation 
of clinical trials impossible. Even for algorithms that are susceptible to trials, the lengthy, cum-
bersome, and costly enterprise of clinical trials would greatly delay or even curtail the benefits of 
black-box medicine—quick, inexpensive shortcuts to otherwise inaccessible medical knowledge. 
Despite the fact that this may seem simple, technology used in the healthcare sector must adhere to 
a number of severe regulations. This is especially true for applications using cloud computing. As a 
result, a system should be created that considers how hospitals are set up, especially how 
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healthcare providers want to use these models. The National Health Service, or NHS, in the United 
Kingdom (UK), for instance, adopted an AI chatbot-based triage system in 2019 [56]. The values 
of fair access that are synonymous with public health, however, have threatened to be displaced by 
the known and unknown consequences of making AI the standard for providing health services. 
While there are AI solutions for specialised or tertiary care institutions (particularly diagnostic 
assistance tools), few of these solutions successfully reach primary care settings. This is likely 
because of the high cost of development and operationalization, which prevents scale-friendly 
pricing [57]. Furthermore, the complexity of AI hinders its more widespread application by making 
key principles hard for people to understand and unreliable [58]. The decision paths of machine- 
learning algorithms are frequently too complex to be traced back and made understandable to their 
users without human intervention because they aggregate thousands of data points [59]. Due to its 
capability to learn pre-existing patterns in data, AI has come under fire for perpetuating biases 
against disadvantaged social groups that doctors would normally consciously rule out [60]. 
Concerns concerning potential bias associated with the use of AI in medical contexts (that is much 
harder to find and isolate) can have major repercussions in a medico-legal situation where cul-
pability is difficult to determine and is instead shared [61]. 

The Health Insurance Portability and Accountability Act of 1996 (“HIPAA”) [62] and other 
patient and individual privacy requirements around the world are major causes for concern. Access 
to patient data is only granted to those who need to handle patient data at a certain time for the 
patient’s final care. A cloud-computing system that discloses data to the cloud is obviously 
unlawful as a result. This is not meant to imply that cloud-based software cannot be employed in 
the healthcare sector, but rather to highlight how beneficial it might be to upgrade a hospital’s 
operating system. Cloud computing is projected to overtake on-premises technology in the near 
future because current EHR systems set the standard for the digital organisation, storage, and 
access of medical records. To adapt a specific system to the HIPPA and IT needs of a certain 
healthcare system, however, unique rules and regulations must be taken into account in the future 
[63,64]. Furthermore, as was already said, if the system used is too computationally intensive, the 
model itself may end up being unworkable because it can take hours to run on a laptop owned by a 
healthcare professional with inferior processing capacity. The speed and responsiveness of the 
regulatory system directly affect how quickly innovations are adopted. This regulatory framework 
needs to be adjusted regularly o promote the best advances while limiting healthcare costs [65]. 
Companies gain from regulatory certainty because certainty increases predictability and trans-
parency. Furthermore, rules and standards can enhance product compatibility (interoperability for 
software products), which can lead to cost reductions [66]. The most effective strategy for dealing 
with this challenge will probably be less rigid and more flexible, involving a little less premarket 
oversight (focused on procedural safeguards like the calibre of the data used, the development 
methods, and the validation procedures) along with strict post-market oversight as these algorithms 
are implemented in clinical care. Recently, the FDA has shown interest in this strategy. Naturally, 
this is easier said than done; for example, post-market drug surveillance is tremendously difficult to 
implement. One appealing alternative would be for the FDA to collaborate with other highly 
developed healthcare organisations to enable ways to deliver them essential and useful infor-
mation. Hospitals, insurance companies, and physician specialty societies all have an interest in 
ensuring the implementation of black-box algorithms to benefit patients (and, potentially, their 
bottom lines). Competing programmers might also be interested, particularly in identifying is-
sues with current algorithms. These complex entities may also be able to conduct evaluations 
and produce performance data, particularly if they are used in clinical care. Many algorithm 
developers are hesitant to disclose that kind of information with any other parties, even if it is 
necessary to carry out this type of joint governance obligation. To enable those other organi-
sations to participate in the regulation of black-box medications, the FDA may play the function 
of a central hub for information sharing. However, it remains largely unclear how exactly this 
concept might come to pass. 
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14.8 SOCIETAL ISSUES 

14.8.1 HUMAN SURVEILLANCE ISSUES 

Starting off, human substitution is a frequent issue when examining the effects of AI. Many 
functions or jobs may be carried out by intricate lines of code that can be educated using the vast 
amounts of data amassed. To the cost of a thorough grasp of AI’s more commonplace capabilities, 
the myth of a “workless future” appears to have taken hold in mainstream descriptions of the 
technology. Recognizing the legal implications of the digital transformation in terms of surveil-
lance and the delicate balance that must be struck between real organisational needs and worker 
protection has not been helped much, admittedly, by the overstatement surrounding the advent of 
breakthrough technologies [67,68]. Therefore, the subtle potential of AI and algorithms, which 
could lead to a model of control and appraisal without an intuitive relationship between what is 
done while “logged-in” and how it is appraised, should potentially alarm the public more than the 
number of jobs lost through advanced automation. Zuboff has been discussing the possibility of 
technology “informating” work for a while now. This process of datafication has been ongoing for 
some time, and it has become more useful than ever because highly standardised organisational 
patterns are once again becoming prevalent [69]. 

More troubling still is the fact that while implementing these applications, artificial intelligence 
is adding a new chapter to the long history of pervasive worker surveillance, which is now based 
on call logs, screenshots, eye tracking, facial recognition software, smartphone sensors, and even 
smart glasses and smart glasses sensors. However, AI’s “marriage of convenience” of already 
established authoritative practises is its key quality that sets it apart from other kinds of monitoring 
systems [70]. Simple indicators for purportedly “data-driven” or “evidence-based” personnel 
management decisions, such as the quantity of emails sent, the list of websites visited, cookies, or 
the number of documents and apps opened, may be found, which can result in new kinds of 
anticipatory conformity, both before and after hiring [71,72]. 

Recruiting, compensation, and even firing decisions made by managers may become increas-
ingly computerised, experts warn, which may give way to discriminatory prejudices more fre-
quently, maintain social segregation, and undermine humanity and fairness. Simply said, advances 
in AI technology expand the potential for digital monitoring and hierarchical management in a way 
that has never been possible before and isn’t even desirable [73]. However, the negative effects do 
not end there. For entry-level prospects, what may start as an online screening “ends with the 
alteration of practically every facet of hiring, performance assessment, and management.” All of 
this may be accomplished using systems that, once created and calibrated, operate automatically 
and collect large volumes of detailed information about employee behaviour from various sources, 
frequently far more than is required. Additionally, workforce analytics powered by AI may acquire 
predictive abilities by deriving “non-intuitive and unverifiable” assumptions from data [74]. AI 
thereby affects autonomy, moral reasoning, independence, and privacy, which is particularly 
important in a culture where the historically strong division between personal and professional life 
is eroding. The potential for algorithms to become uncontrollably efficient exists when they are 
trained to become more effective. Additionally, a lack of openness may contribute to the deviance 
and misconduct of employees. AI apps frequently gain from a purportedly participative character 
that promotes information sharing without friction in exchange for minimal benefits like reputation 
or promotions. In connection to gamified internal initiatives, the underlying working culture 
likewise promotes personal measurement and self-tracking [75]. Concurrently, while the dangers 
of the “devil’s bargain” [76], which consumers must enter into in exchange for unrestricted access 
to services that appear to be free and are supported by a glittering promise of connectivity, con-
venience, personalization, and innovation, have largely been exposed and countered [77], it has 
received less attention how feedback mechanisms, surveillance, and data—now viewed as crucial 
organisational components—are changing the power dynamics in the workplace. 
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14.8.2 SOCIETAL ISSUES 

Risks associated with using AI for social benefit are generally relatively similar to those associated 
with more commercial uses. One of the main hazards is that authorities and others who have access 
to AI’s tools and tactics could misuse them maliciously, harming people, organisations, and society 
as a whole. AI can be used maliciously to endanger people’s digital safety, financial security, 
equity, and fair treatment, in addition to their physical and emotional safety. Although there may 
be fewer commercial risks than those that could potentially harm for-profit corporations, improper 
use for organisations frequently involves risks to their brand and legal compliance. Malicious uses 
of AI could endanger infrastructure, political stability, economic stability, national security, and 
labour markets. One major distinction between the dangers connected to commercial and non- 
commercial goals is how labour displacement affects workforce and workers. In the world of 
for-profit AI, the possibility of worker displacement dominates most of the public discussion. 
Examining our use case collection reveals that many of the applications of AI for social good 
may provide less of a risk. In fact, as mentioned in the earlier discussion of bottlenecks, a lack of 
individuals with the necessary skills and technical know-how tends to hinder AI’s implemen-
tation for socially beneficial purposes. For instance, if AI were to improve access to healthcare 
or education, this might have a positive impact on the employment of physicians, nurses, and 
educators. When using AI solutions for social good, as we discuss below, four key kinds of risk 
were identified through a review of our use case library. They are impartiality and bias, privacy, 
secure use, and “explainability”—the capacity to pinpoint the specific feature or combination of 
data that influences a certain judgement or prediction. Risk kinds and their severity vary greatly 
from situation to case. Every domain carries some level of risk, but generally speaking, our 
analysis reveals that the risk is greatest in the domains where data are sensitive and forecasts 
identify specific individuals, such as economic empowerment, education, equality, health, and 
security. In other fields, including crisis response, inaccurate AI offers significant concerns. For 
instance, incorrect location predictions for missing people could have disastrous consequences. 
Based on insights from our discussions with domain experts and AI experts, the exhibit’s 
scoring was determined. We ranked individual use cases from low too high for each of the 
five categories—risk of bias, risk of privacy violation, risk of unsafe use of the AI solution, 
level of explainability required to reduce or mitigate risks, and considerations of the risk of 
negative effects on the workforce and workers—to develop the risk profiles [78]. There are 
several immediate ways in which the social impact of artificial intelligence can be felt in 
healthcare:  

a. Practitioner well-being and support – The harsh reality of modern medicine is that it is 
hectic, taxing, stressful, and frequently overwhelming. For practitioners, the need to 
deliver excellent care while handling exceptionally heavy workloads never goes away. 
They are exhausted and overworked. AI algorithms have been developed to minimise 
errors brought on by fatigue. AI is constantly awake. It never stops exploring the data and 
examining the images. By having a pair of eyes that never shut, the medical sector can 
gain from an additional safety net that supports their workloads and daily lives more 
successfully. 

b. Rapid diagnosis and urgent detection – In several applications, AI has advanced signif-
icantly, but particularly in the field of stroke detection. When it comes to patient outcomes, 
algorithms’ capacity to expedite the start of treatment or to alert doctors to potential risk 
regions can make all the difference. The social impact of artificial intelligence in healthcare 
is outstanding in this case since a patient may receive prompt, life-saving therapy before 
suffering the full effects of a stroke or at a pace that lessens those effects, leading to a 
dramatically improved quality of life. 
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c. Improved radiology capabilities – Radiologists need critical support, and products like 
Aidoc have been on the market long enough to demonstrate their worth in this regard. 
These AI solutions are gaining traction on a global scale as a result of their demonstrated 
value addition. They are created to expedite processes, reliably monitor staggering image 
volumes, and alert practitioners of potential patient concerns. 

14.9 UNEMPLOYMENT EFFECTS 

People’s fear of losing their jobs as a result of the rise of AI in healthcare has slowed down the 
adoption of AI among healthcare professionals. According to the majority of federal governments 
and policymakers, as AI grows more prevalent, occupations will become unproductive and the 
economic goal of job growth will suffer. On the other hand, it is anticipated that as AI becomes 
more widely used, career opportunities will expand and there will be a significant demand for fresh 
talent. Many professions, like nursing and rehabilitation, call for the uttermost compassion and 
human emotions, which AI cannot yet replicate. Rather than replacing care delivery, AI is used to 
enhance it in healthcare organisations. Moreover, if AI in healthcare develops further, more em-
ployment for new skill sets would be developed. 

A larger volume of care could be supplied thanks to AI because of higher productivity and 
cheaper treatment costs. Higher earnings and more employment prospects would follow from this. 
It is erroneous to believe that AI would displace healthcare professionals; instead, it may enhance 
the need for a skilled workforce and boost productivity in areas like diagnostics, patient en-
gagement, and precision medicine. AI is now filling in holes in healthcare services that have been 
found. The world is undergoing a healthcare professional shortage that is only getting worse due to 
its expanding population. By 2035, the World Health Organization (WHO) projects that there will 
be a shortage of roughly 13 million healthcare professionals worldwide [79]. Furthermore, it has 
been difficult to teach doctors and other health professionals because there is still a significant 
shortage of skilled trainers worldwide. In addition to potentially replacing certain administrative 
occupations, such as those related to patient interaction and the upkeep of medical records, AI may 
also lead to a rise in the demand for specialised specialists. 

According to high-level projections, automation and AI might change or destroy one-fourth of 
American jobs. Entire job segments could become extinct as AI develops and more duties fall into 
the category of things that can be easily automated. Manufacturing, agribusiness, catering services, 
commerce, transportation & logistics, and hospitality are the industry’s most likely to be impacted 
by automation. If a recession is on the horizon, it might hasten this trend toward automation as 
financially strapped companies look for ways to cut expenses. A lot of these professions might not 
follow the traditional model of full-time employment, which is another possibility. Instead, it’s 
estimated that additional firms will nurture their remote workforces and rely heavily on contractors 
to fill the majority of their staffing gaps [79]. 

14.10 IMPLEMENTATION ISSUES 

14.10.1 DATA COLLECTION 

Our discussion of data collecting is based on a survey [80] by one of the authors but has been 
updated and revised using information from a tutorial [81]. There are three basic methods for 
gathering data. First, the issue of finding, enhancing, or producing new datasets is known as data 
acquisition. The second issue is data labelling, which is the process of annotating data in a way that 
is instructive so that a machine learning model can learn from it. Since labelling is expensive, there 
are a number of approaches to apply, including crowdsourcing, poor supervision, and semi- 
supervised learning. Finally, rather than collecting or labelling data from start, one can improve 
existing data and models if they already exist. 
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The unavailability of comprehensive open collections of medical data is a major barrier to the 
adoption and deployment of AI in healthcare in India. Legal issues and other factors can make it 
challenging to access healthcare datasets. Start-ups in particular face difficulties with this because 
bigger players frequently already have access to these data [82]. As a result, start-ups frequently rely 
on publicly accessible datasets from the US, Europe, and other regions [81,82]. As a result, the 
usefulness of deploying AI in healthcare is compromised because it does not take Indian consumers 
into account [83–85]. Using free data from other sources frequently leads to algorithms that reveals 
their unfairness and the creation of solutions tailored to a certain population [82,86]. It would be 
necessary to take into consideration these biases in the use of AI approaches and to retrain solutions 
on Indian data, particularly when it comes to drug discovery and genomics [84,85,86]. 

14.10.2 RELEVANCE 

The development of robust and beautiful computational models has become easier with the 
development of more open-source and advanced statistical software. However, if models are 
simply created with technology answers in mind, they can easily be created to address a problem 
that doesn’t exist or is unimportant. Alternatively, the solution offered by a specific model won’t 
interest the technology’s intended consumers, such as a practising physician in a clinic. A prime 
example of this issue is the enhanced capacity to identify mental disease based on more accurate 
and reachable maps of the brain connect [87]. Given a dataset with patient data on schizophrenia, a 
machine-learning specialist might create a model to diagnose schizophrenia as their initial step. 
Nevertheless, current medical practises are already quite adept at such identification; therefore, 
they would prefer to understand other issues offers additional profitable pathways for ML appli-
cations, like predicting modulatory therapy responses for schizophrenia [88]. As a result, thinking 
about such problems from a strictly computer science or statistical perspective inevitably restricts 
the potential of a given project. 

Instead, the final consumers of the technology should be incorporated right from the start of the 
model’s creation. The goals of research and development ought to be based on what the medical 
community has already recommended as important directions for future work on therapeutic 
breakthroughs. ML tools, for instance, can simplify the patient information provided in a particular 
pathological state and then present statistical anomalies that can be used by doctors to make more 
educated decisions for clinical treatment [89,90]. Rather than attempting to forecast an illness that 
can already be readily detected in clinical therapy, this is preferable. 

14.10.3 SAMPLE SIZE 

Most analytical approaches share the issue of sample size concerns. Inflated findings could be 
discovered by comparing a model’s output to a control sample after it has been built and trained 
with a small sample size. As a result, when used in a novel, clinical setting, the model’s accuracy 
could drop and it could malfunction. This is due to the possibility that a model, given the small 
sample size, will produce results that are just the consequence of chance. This must be considered 
to obtain reliable results. For ML systems to be taught in an era where data is more readily 
available, datasets must be huge and diverse. Even though it will likely require the harmonisation 
of data from several centres, this component is crucial if we are to trust that our models are robust 
enough to consistently offer meaningful results at various time points and in various contexts. A 
recent systematic review examined 62 complete research reporting novel machine-learning (ML) 
models for the diagnosis or prognosis of COVID-19 utilising chest x-ray and/or computed 
tomography data. It was discovered that the majority of the studies had issues with the small 
sample sizes used to train the models. Around 2,000 data points were used in more than half of the 
diagnostic-focused studies (19/32) among the 62 models examined. Compared to rare brain ma-
lignancies that may require years of poor data collection, COVID-19 has seen more than 2 million 
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cases to date [91]. Therefore, it is not surprising that, when utilised in the intended context, a model 
built to represent a complex biological process based on just 2,000 data points may yield false 
results. ML models can be updated and improved over time to produce performances that are more 
dependable and accurate, unlike genuine medical devices. Models can be retrained with bigger 
sample sizes when new data becomes available for the best field performance. As a result, it may 
be necessary to take a model out of clinical practise, retrain it, test it using the more recent data that 
is now available, and then reintroduce it into the appropriate context. However, given the growing 
need for data, it’s critical to contemplate the probability that an ML modeller might get and exploit 
patient-unconsented data. It is challenging to determine which data was used once the new data has 
been assimilated into the model and the model has been used in the field. Patient consent issues 
with expanding data may be resolved by implementing a certificate expressing patient approval in 
each image, like using non-fungible tokens (NFTs) [92,93]. 

14.10.4 DISCRIMINATORY BIASES 

The propensity of AI technology to increase our pre-existing social prejudices in clinical practise is 
perhaps the worry. There may be issues with discriminatory bias when a model performs well on a 
particular sample of patient data but badly on different subgroups of people. For instance, ML- 
based apps are increasingly focusing on creating algorithms that can assist doctors in identifying 
and treating skin issues [93]. Recent research indicates that one of the primary causes of the racial 
inequities in access to healthcare, which are increasingly being reported, is the underrepresentation 
of race and skin tone in medical textbooks [94]. In spite of these issues, deep-learning (DL) image- 
based classifier algorithms commonly remain to train on low-quality datasets that frequently 
contain one-dimensional data (for example, primarily lighter skin photos). To reflect this, medical 
schools have revised the textbook illustrations [95]. These algorithms will also transfer whatever 
biases that were present in the initial datasets by outperforming the image type they were trained 
on. In the end, this cycle poses the danger of catastrophic failures with particular people groups. 
Examining three commercially available facial recognition algorithms (Microsoft, Face++, and 
IBM) based on intersectional studies of gender and race indicated that gender categorization error 
rates varied as high as 34.7 percent in darker-skinned females and 0.8 percent in lighter-skinned 
men [96]. All patients with a variety of skin types should be included for the potential future 
benefits of these algorithms, even when some diseases, such melanoma in non-Hispanic white 
individuals, are more common in specific races or genders [97]. Due to the fact that DL algorithms 
are currently being developed and there has been an increased focus on classification performance 
across gender and race, we are motivated to ensure that they can be used to successfully remove 
healthcare inequities based on demographics [98]. 

14.10.5 EMERGENCE OF NEW TRENDS 

Given the current state of the world’s affairs and the recent SARS-CoV-2 epidemic, this subject in 
focus. ML techniques have been widely used in the past to forecast changes in seasonal illnesses 
like influenza, to assist hospitals in better planning for medical supply needs like bed capacity, and 
to effectively inform the public and governments about the most prevalent strains that are currently 
circulating. This is due to the fact that several viruses frequently change and create a diversity of 
strains every annum, yet vaccinations can only protect against certain of the more common var-
iants. In such a scenario, ML technologies can be used to accurately predict which strains will 
be most prevalent in following seasons, allowing for the inclusion of such strains in upcoming 
seasonal vaccines [95]. A new pandemic, for example, can cause unforeseen environmental 
changes that radically affect the environment’s landscape and, as a result, modify how two vari-
ables may be represented using the new environmental parameters. These models can potentially 
cause harm if a continuous monitoring system is not in place since the results are no longer valid. 
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Similar modifications and upgrades are frequently made to medical equipment, such as functional 
magnetic resonance imaging (fMRI) scanners, to enhance its diagnostic and visualisation capa-
bilities. However, magnetic field inhomogeneity, which has poor interscanner dependability, could 
cause variations in the relative blood oxygen level-dependent (BOLD) signal strength between 
various scanners, such as a 3 Tesla vs. a newer 7 Tesla [96]. 

14.10.6 DIAGNOSIS 

Since Stanford created MYCIN to identify blood-borne bacterial infections in the 1970s, the 
diagnosis and treatment of sickness has been a prominent focus of AI. They did not significantly 
outperform human diagnosticians, and they did not integrate well into clinical procedures or 
medical record systems. The media has recently focused heavily on IBM’s Watson because of its 
focus on correctness of medicine, particularly cancer detection and treatment. Natural language 
processing and machine learning are both employed by Watson. However, clients’ initial eagerness 
for this utilisation of the technology started to diminish as they realised how difficult it was to 
educate Watson how to treat certain types of cancer [97] and to incorporate Watson into care 
processes and systems. Watson uses application programming interfaces (APIs) to provide 
“cognitive services,” including as speech and language, vision, and machine-learning-based data 
analysis programmes. There is no one product called Watson. Instead, it is an assortment of these 
services [98]. Although the majority of observers believe the Watson APIs are technically capable, 
treating cancer was an desperately ambitious goal. Competition from free “open source” pro-
grammes offered by some companies, like Google’s Tensor Flow, has hurt Watson and other 
proprietary programmes as well. The implementation of AI is difficult for many healthcare or-
ganisations. Rule-based systems integrated into EHR systems lack the accuracy of more algo-
rithmic systems based on machine learning, despite being widely used, especially at the NHS 
[99]. These rule-based clinical decision support systems frequently can’t handle the explosion of 
data and knowledge based on genetic, proteomic, metabolic, and other “omic-based” approaches 
to care, and it is challenging to keep up with them as medical knowledge develops. Even though it 
occurs more frequently in IT companies and research labs than in healthcare settings, the situation 
is starting to shift [100]. It is uncommon for a research facility to assert that it has created a 
method for leveraging AI or big data to diagnose and treat a condition as accurately as medical 
professionals. Even if some of them also use other types of pictures, including retinal scanning or 
precision medicine based on genetics, many of these studies are focused on radiological image 
analysis [101]. Tech firms and startups alike are assiduously tackling the same issues. In order to 
develop big data prediction algorithms that can alert clinicians to high-risk illnesses like sepsis 
and heart failure, Google, for instance, is working with health delivery networks Numerous 
startups are striving to create algorithms for AI-derived image interpretation, including Google, 
Enlitic, and many others. Jvion offers a “clinical success machine” that identifies people who are 
most susceptible to negative side effects, as well as those who are most likely to gain from 
recommended therapies. Each of these could give clinicians decision help as they look for the 
right patient diagnosis and care. Companies that specialise in this strategy include Foundation 
Medicine and Flatiron Health, both of which are currently acquired by Roche. Machine learning 
models for “population health” are also being used by healthcare payers and providers to identify 
groups that are more likely to develop certain diseases or accidents, or to have hospital 
readmission [101]. These models are nonetheless capable of producing precise forecasts even 
while they occasionally lack all the necessary data that could increase their predictive ability, 
such as the socioeconomic status of the patient. Some EHR businesses have begun to incorporate 
limited AI functions (beyond rule-based clinical decision support) into their solutions; however, 
these are still in the early stages. Providers will either have to wait until EHR suppliers 
add additional AI capabilities, or they will have to undertake large integration efforts on their 
own [102]. 

AI Issues in Healthcare                                                                                               225 



14.10.7 ETHICAL ISSUES 

Examining the ethical concerns related to this impending paradigm change is necessary given the 
growing use of AI-powered technology in healthcare. The “Principles of Biological Ethics” by 
Beauchamp and Childress introduce four important principles: autonomy, beneficence, no 
maleficence, and justice [103], and are a frequently used and well-fitting ethical framework when 
evaluating biomedical ethical dilemmas. Although there are several bioethical frameworks avail-
able, principlism is a highly helpful basic practical framework that is well-accepted in both 
research and medical settings [103]. Explainability has significance for both patients and doctors 
with regard to autonomy. Informed consent, which is an independent, typically written author-
isation with which the patient offers a doctor permission to conduct a specific medical act, is one of 
the main safeguards of patients’ autonomy [104]. The foundation of proper informed consent is 
complete and intelligible disclosure of the nature and potential hazards of a medical procedure, as 
well as no undue interference with the patient’s free choice to undergo the procedure. Currently, 
there is no ethically accepted position on whether informed consent should entail disclosure of the 
employment of a mysterious medical AI algorithm. The autonomy of patients may be compro-
mised, the doctor-patient relationship may suffer, patients’ trust may be jeopardised, and clinical 
recommendations may not be followed if the employment of an opaque AI system is not disclosed. 
If a patient discovers after the fact that a doctor’s recommendation came from an opaque AI 
system, they may reject the advice, and they may also legitimately want an explanation—which, in 
the case of an opaque system, the clinician would not be able to supply. Therefore, opaque medical 
AI may offer a barrier to the delivery of accurate information, potentially jeopardising informed 
consent. Therefore, it’s crucial to uphold appropriate ethical and explainability criteria to protect 
the informed consent’s autonomy-preserving function. It is important to address the possibility for 
opaque AI to promote paternalism by limiting patients’ ability to express their expectations and 
preferences for medical operations [105]. Shared decision-making calls for complete patient 
autonomy, but complete autonomy can only be realised if the patient is offered a wide range of 
worthwhile options to select from. In this approach, patients’ opportunities to express their 
autonomy over medical procedures are reduced as opaque AI becomes more important to medical 
decision-making. The difficulty with opaque CDSS, in particular, is that it is still unknown whether 
and how the model considers patient values and preferences. The use of “value-flexible” AI that 
gives the patient options could help to address this situation. The value of patients, for whom a 
“reduction of suffering” is more significant, may not be aligned, for instance, with AI systems that 
are designed with “survival” as the desired objective. Last, but not least, when a decision is 
reached, patients must have confidence and autonomy in the AI system to determine whether or not to 
follow its recommendations [105]. If the AI model is opaque, then this is not feasible. As a result, 
systems that enable critical medical decision making from both the patient’s and the clinician’s 
perspectives must be understandable. The ideas of beneficence and non-maleficence are related, but 
they also provide insight into a number of other issues, such as explainability. Physicians are urged by 
beneficence to maximise patient benefits. Therefore, it is expected of doctors to use AI-based 
technology in a way that encourages the best outcome for the specific patient. However, in order to 
give patients, the best possible options to support their health and wellness, doctors must be able to 
fully utilise the system. This shows that physicians are knowledgeable about the system beyond its 
application to robotic tasks in a specific clinical use case, enabling them to evaluate the system’s 
output. Explainability in the form of graphics or explanations in natural language enables physicians 
to make confident therapeutic decisions without having to rely exclusively on an automated output. 

They can evaluate the results produced by the system critically and decide for themselves 
whether they appear reliable. This enables them to, if needed, modify predictions and advice to 
account for specific situations. As a result, doctors can use their clinical judgement to indicate 
potentially unsuitable interventions in addition to lowering the danger of inspiring false optimism 
or producing false despair. This becomes much more crucial when we consider a difficult-to- 
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resolve scenario in which a doctor and an AI system disagree. Fundamentally, this is a matter of 
epistemic authority, and it is unclear at this point how medical practitioners can determine whether 
they can fully rely on a black box model’s epistemic authority to accept its result. According to 
Grote et al. [106], there is little epistemic evidence for deference in the situation of opaque AI. 
Furthermore, they contend that when faced with a “black-box” system, clinical decision assistance 
may actually work against rather than in favour of doctors’ abilities. Doctors might be forced to 
practise “defensive medicine,” in this case, to avoid being questioned or held accountable. The 
autonomy of doctors would be seriously threatened in such a circumstance. Additionally, doctors 
will infrequently have the opportunity to thoroughly examine the reasons why their clinical 
judgement conflicts with the AI system. Therefore, in the clinical context, focusing solely on a 
performance outcome is insufficient. The best outcomes for patients can only be anticipated from 
healthcare practitioners who are capable of making knowledgeable choices regarding when to 
employ an AI-powered CDSS and how to interpret its findings [106]. Thus, it is difficult to see how 
any “black box” application might achieve goodness in the connection of medical AI. 

14.11 CONCLUSION 

The medical sector has been promised a wide range of fresh and possible uses for AI that will 
improve the calibre and provision of healthcare services. Despite the impressive progress made in 
recent years, many applications have not yet reached their full potential in clinical settings due to 
their inability to produce repeatable and dependable outcomes in addition to the widespread 
scepticism of these technologies in the medical field. Informed consent, high standards of safety 
and effectiveness, cyber resilience and cybersecurity, algorithmic fairness, an adequate level of 
transparency and regulatory oversight, high levels of safety and resilience, and an ideal liability 
regime for AIs are all significant factors that must be considered to successfully develop an AI- 
driven healthcare system with the motto “Health AIs for All of Us.” 
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15.1 INTRODUCTION 

A growing variety of innovative services and rising customer needs are driving today’s rapid 
growth of the information and communications technology (ICT) sector. In general, thanks to 
consumers and widespread adoption of the Internet of Things (IoT), there have been enormous 
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increases in the number of connected handheld devices every year. The Internet of Things (IoT) 
devices are small, reasonably priced, and very diverse in terms of their design, function, and 
application. They have had a significant impact on the advancement of the telecommunications 
industry, not only by introducing new long-range wireless technologies and defining new standards 
for availability and reliability, but also by forcing network operators and vendors to redesign the 
entire ecosystem by switching from traditional human-generated traffic to more diverse IoT traffic. 

The terms wearables, wearable devices, or wearable technology refer to small electronic and 
mobile devices, computers with wireless communications capability that are integrated into gad-
gets, accessories, or clothing that can be worn on the human body, or even invasive versions such 
as micro-chips or smart tattoos. The main advantage over current smartphones and tablets is that 
wearables can offer a variety of monitoring and scanning features, including biofeedback or other 
sensory physiological functions like those connected to biometry. Since they are convenient, 
seamless, portable, and can provide hands-free access to electronics, wearables can continually 
measure such values, subject to their battery limitations [1,2]. 

Wearable technology has advanced significantly during the past few years. All objects that can be 
worn by people are considered wearable, including watches, eyeglasses, chest straps, rings, and 
prosthetic sockets. Along with implanted, ambient, and stationary medical equipment used in hos-
pitals, wearable devices are part of the Internet of Medical Things (IoMT). As seen in Figure 15.1, 
these devices often connect to a network and communicate remotely with mobile devices. To con-
tinually monitor numerous human signals, wearable technology may contain several types of sensors, 
such as temperature sensors, accelerometers, optical sensors, and biometric sensors. Depending on the 
application, some of these sensors’ values are occasionally regarded as appropriate [3,4], even if they 
are not currently as precise as those from stationary equipment in hospitals. AI is being applied to 

FIGURE 15.1 Wearable device application model [ 5– 17].    
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wearables in the healthcare sector in several ways to enhance quality of life. Take, for instance, 
the Google Brain initiative’s study on the AI-powered diagnosis of diabetic eye illness. In this 
system, neural networks are used as a learning tool by mathematical algorithms built on Deep 
Learning to master a specific activity through practise and self-correction [5–8]. Over 100 human- 
graded fundus images that depict different degrees of retinal bleeding brought on by elevated 
blood sugar levels were used to train this mathematical system. Each image is assigned a severity 
grade by the algorithm, and then a comparison is made with a previously established grade from 
the training set. Then, parameters are slightly changed to reduce the inaccuracy on that image. The 
algorithm learns how to correctly calculate the diabetic retinopathy severity from the pixel 
intensities of the image for each image in the training set by repeatedly performing this process for 
each image in the training set [9–12]. 

Few machine-learning applications for wearable devices have entered the market despite this 
extensive research effort and the extraordinary development in the use of wearable devices, notably 
smart watches [13,14,15]. Examples include the Apple Watch’s irregular rhythm notification feature 
[16,17,18], which received FDA approval in 2018 with a long list of cautions and warnings (https:// 
www.accessdata.fda.gov/cdrhdocs/reviews/DEN180044.pdf), and Eko’s heart murmur detection 
algorithm, which was just recently published [19], which is actually for an electronic stethoscope 
rather than a personal wearable device. Additionally, several of the wearable monitoring devices that 
were assessed in [20] and used for monitoring are no longer on the market. The use of machine- 
learning techniques in the field of wearable technology still faces several difficulties. 

The organization of the chapter is as follows. The background information about the topic is 
discussed in next section. The requirement for IoMT, wearable devices and the various human 
body signals utilized in wearable device research are described in the section 15.3. Furthermore, 
references to some of the most current research articles published in each field are used to assess 
and categorize applications for machine learning in IoMT and are discussed in detail as two case 
studies in section 15.5 and section 15.6, respectively. Various challenges that machine-learning 
research for wearable devices faces are covered in Section 15.7, along with pertinent privacy and 
security issues for IoMT applications and potential solutions from the literature. Finally, Section 15.8 
presents the conclusion and future scope of the investigation. 

15.2 LITERATURE SURVEY 

Real-time monitoring of various physiological signs has sparked the research and development of a 
variety of wearable and implantable systems in response to the expanding global population and the 
rising demand for access to healthcare. The term “connected health” (CH) refers to a new paradigm 
for managing one’s health and way of life that is facilitated by technology. It is implicitly a multi-
disciplinary technological area designed to offer preventative care and remote medical assistance. CH 
supports engineering, systems, and applications connected to health by utilizing a digital information 
structure based on the internet, sensors, communications, and intelligent procedures. 

The technologies most likely to change future health care and lifestyles are being viewed 
as wearables, hearables (in-ear devices), and nearables (neighbouring devices that interact with 
wearables) incorporated into the broader notion of Internet of Things (IoT). The smartphone, which is 
now a pervasive intrusive technology, was the catalyst for this shift. Most modern wearables and 
nearables come with a variety of high-tech sensors. To improve the features of fully portable medical 
laboratories, many sensor types driven by advanced analytics are now being investigated. The user 
experience in typical assisted living settings is improved by the seamless integration of these metrics 
in smartphone apps that enable timely delivery of tailored information. 

The growing presence of wearables in consumer electronics exhibits that emphasize self-care 
and health management is a sign of the devices’ growing significance. The International Data 
Corporation estimates that 172.2 million wearable units were sold in 2018, and this number is 
projected to rise, considerably fuelling the IoT market’s revolution. The road to seamless 
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physiological monitoring is being paved by developments in wearable technology and user 
acceptance of already available consumer wearable devices. 

In the past 10 years, numerous research have been published that elaborate on the usage of 
wearables and sensors in assisted living settings, CH, and wellness and fitness apps. These studies 
offer crucial information for developing future CH systems, pointing out advantages as well as 
drawbacks, obstacles, and user feedback. However, few studies provide a broad overview of the type 
and scope of published research in that area. For the purpose of improving simplicity of use, comfort, 
and noninvasiveness of monitoring physiological vital signs and occasionally psychological or 
emotional state, which may be identified by analysing data from multiple sensors, the wearable 
device domain is currently being investigated. Following the enormous technical advancements in 
system on chip (SoC) design, wearable gadget development and adoption have surprisingly attained 
significant growth rates in recent years. According to Grand View Research’s industry report on 
the wearable technology market (https://www.grandviewresearch.com/industry-analysis/wearable- 
technology-market), the size of the wearable device market was estimated at USD 32.63 billion in 
2019 and is anticipated to grow rapidly in the coming years. According to Statista (https://www. 
statista.com/statistics/487291/global-connected-wearable-devices/), there will soon be 1 billion 
globally linked wearable devices. Smart watches, armbands, chest straps, shoes, helmets, glasses, 
lenses, rings, patches, fabrics, and hearing aids are a few examples of wearable technology [21]. Any 
object that is installed on the body qualifies as a wearable device because it may employ a variety of 
sensors to collect noninvasive data from the body. In literature, many well-known signals and in-
dicators tare read from the human body to determine the vital signs and other details about the 
subject’s health or mental condition. Examples of these sensors include the skin temperature sensor 
used in [22,23] and the electrodermal activity (EDA) sensor, also referred to as the galvanic skin 
response (GSR) sensor, which is used on the skin to record the skin conductance that changes 
depending on the subject’s sympathetic state [4]. Another illustration is the employment of an 
electrocardiogram (ECG) sensor in [24–27] to record electrical changes in the skin that correlate 
to heartbeats. 

15.3 POPULAR WEARABLE DEVICES   

1. Smart watches: Watches with connectivity, such as the Apple Watch or Samsung Galaxy 
Watch, that allow users to answer calls, monitor their fitness, sleep, and other activities.  

2. Smart rings: Smart rings are pieces of tech jewellery that combine the features of a smart 
watch with jewellery. There are several good possibilities for rings, but they haven’t quite 
found their niche. The two very popular examples of smart rings are:-  
a. The NFC Opn is the best smart ring currently available, and it looks like something 

out of a science fiction film. Although it’s not yet as functional as a smart watch, it’s 
also less expensive, with options starting at $20. This ring manages apps, locks and 
unlocks your door, transfers data, and never, ever requires a charge. It is available 
with shipping from the U.K.  

b. The Oura Ring: The Oura Ring is really a magic ring, so you might start referring to it as 
“my precious” because of how lovely it appears. Sorry, Gollum, it won’t turn you 
invisible, but it does offer helpful health information on things like sleep and daily 
activity. In addition, the Oura monitors a number of biometrics that many other wearable 
technology gadgets do not, warning you when something is out of the ordinary.  

3. Smart clothing: Smart clothing is constructed of tech-infused fabrics that can shuffle 
your music or track your biological data.  

4. Advanced medical tech: Wearable electrocardiograms (ECGs) that transmit your heart 
rhythm to a cardiologist and other life-saving on-body equipment are examples of 
advanced medical technology. 
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a. Sensor for Core Body Temperature: 
Heat training can increase your level of fitness or prepare you for enduro races, 
marathons, and Iron Man events. Your success in heat training can be aided by a core 
body temperature sensor. Extreme sportsmen had to use invasive techniques like 
electronic pills or probes to measure the parameter until as recently as 2020.  

b. Training Breathing with Airofit ProBreathing: exercises are a crucial practise for 
people with asthma, athletes who are serious about increasing their lung capacity, and 
people who are recovering from COVID-19. Your lung function can be improved 
with the help of the Airofit Pro Breathing Trainer and companion app, which will 
enable you to breathe more quickly and effectively.  

c. Pacemaker: A pacemaker is a tiny device that is implanted in the chest to assist in 
heartbeat regulation. It serves as a safeguard against the heart beating too slowly. The 
placement of a pacemaker in the chest necessitates surgery. The term “pacemaker” 
can also refer to a cardiac pacing device.  

5. Head Mounted Displays: VR headsets and other displays that provide a more immersive 
gaming or web browsing experience are known as head-mounted displays (HMDs). 

15.4 WEARABLE DEVICES AND ML 

Machine learning refers to getting wearable technology to respond or make decisions for a certain 
scenario without explicit programming. According to the kind of training data that is available, 
machine learning is typically categorized as either supervised, unsupervised, semi-supervised, or 
reinforced. Data examples with either labels or no labels are used to encode past experience 
learning. For data with labels, the target variable may be either categorical or numerical. Machine 
learning is used for a variety of tasks, including clustering for unlabelled data, regression for 
numerical labels, and classification for categorical target output variables. 

Over the past 10 years, there has been an increase in the amount of applied research looking at 
how machine learning techniques might be used to monitor health, care for the elderly, and track 
fitness utilizing the bodily signals outlined in the previous subsection. Fall detection, seizure 
detection, vital sign monitoring and prediction, and activity recognition for tracking fitness or 
recognizing daily activities of people are some of the topics that caught the attention of researchers. 
Additionally, wearable technology has been studied for applications such as stress monitoring, 
heart rate arrhythmia detection, and rehabilitation. 

In epilepsy, ML methods have a wide range of potential applications, from seizure prediction 
and surgical planning to diagnosis and medication selection. For instance, automated seizure 
diagnosis using ML algorithms from diagnostic scalp EEG has proven useful. The usage of 14 ML 
can also help clinicians choose the best course of treatment. Deep learning has recently been 
applied to the automatic selection of electrical stimulation parameters following training on a 
sizable database of patient EEG features and associated treatment outcomes. ML has also been 
applied with retrospective data to precisely predict medication resistance, antiepileptic drug 
effectiveness, surgical results, and the efficacy of treatment. On the basis of retrospective data, the 
aforementioned research has yielded encouraging findings, although there are still few instances of 
ML being successfully used in clinical epileptology. Figure 15.2, shows Healthcare tasks per-
formed with the help of artificial intelligence and machine learning. 

15.5 FACIAL EXPRESSION RECOGNITION DEEP TRANSFER LEARNING USING A  
HIGHLY IMBALANCED DATASET: A CASE STUDY 

15.5.1 BACKGROUND AND OBJECTIVE 

The requirement for agents to identify and adapt to users’ emotional states has been widely rec-
ognized, despite the rapid advancements in human-computer interaction (HCI) and unrelenting 
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efforts to enhance user experience with computer systems. Since a link between the two was 
suggested in Eysenck’s personality model, which argues that Neurotics are more sensitive to 
external stimuli while Extraverts are accompanied by low cortical arousal, research on the rela-
tionship between personality and affect has been ongoing. 

Much affective research have sought to support Eysenck’s paradigm, but few have looked at 
affective correlates of qualities outside extraversion and neuroticism. Furthermore, studies in 
social psychology have generally focused on non-verbal social behavioral indicators when ex-
amining personality, and there have been very few attempts to model personality traits using 
emotional behavior. 

15.5.2 CNN ARCHITECTURE AND TRAINING 

For general-purpose picture categorization and localization, CNNs like the well-known Alex Net 
were developed. Figure 15.3 depicts the fundamental operation of CNN. Both Task 1 
(Classification) and Task 2 of the ImageNet LSVRC-2012 were decisively won by it (Localization 
and Classification). Five convolutional layers make up the neural network, followed by three 
globally linked layers (max-pooling layers in the first, second, and fifth convolutional layers). 
Rectifier Linear Units (ReLU) are used by Alex Net to introduce non-linearity rather than the 
hyperbolic tangent function (tanh) as activation. HUD (hidden-unit dropout) is also used to reduce 
overfitting in the globally linked layers. Initially, AlexNet was created to carry out a categorization 

FIGURE 15.2 Healthcare tasks performed with the help of artificial intelligence/machine learning [ 5].    
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between 1000 classes (a 1000-way softmax layer produces the output). Here, we added a single 
unit with a linear activation function to create two twin CNNs (to perform regression). The valence 
and arousal of CNNs were trained to be assessed independently. Training (60%) and validation 
(40%) sets of AffectNet pictures were created. Using Mini-Batch Gradient Descent (MBGD) with 
a batch size of 16, learning rate of 0.001, and Nesterov momentum of 0.9, we chose mean square 
error (MSE) as the loss function and trained the net. Over the whole training set, the training cycled 
50 times. In terms of valence and arousal, the net obtained RMSE values of 0.279 and 0.242 over 
the validation set, respectively. 

15.5.3 FINE TUNING 

Following the training of the CNNs on a large dataset, we could benefit from two aspects: a) the 
ability of the nets to extract features (i.e., the pre-trained convolutional layers); and b) the current 
configuration of the task-related (dense) layers, which could be used as a starting guess for the fine- 
tuning phase to facilitate convergence. We used the following procedures on each CNN to achieve 
this goal. First, we divided the network into its dense and convolutional components (including the 
flatten layer). With the exception of the previously computed weights that served as initialization 
for the fine-tuning training, we now only operated on the dense layers, considering them as a new 
net. This made it possible to “freeze” the convolutional part’s learning process and conduct 
additional tests in which the weights and bias were changed only in the dense region. In order to 
get the characteristics of each sample, the frozen convolutional part is employed. 

15.5.4 POOL-BASED SAMPLING TECHNIQUES 

15.5.4.1 Greedy Sampling 
Exploring the feature space of the unlabeled pool is the foundation of the GS basic algorithm, GSx. In 
this study, we only examined one passive sampling strategy. The identical processes are followed by 
its counterpart, GSy, although that program’s goal is to investigate the pool’s output space. Since our 
goal was to update the regression model only after choosing all the samples that needed to be 
questioned and since the pre-trained regression model is already accessible in the fine-tuning sce-
nario, we used a reduced version of the latter. These approaches’ fundamental concept is the ex-
ploration of the feature and output spaces, respectively, using Euclidean distance calculations 
between samples. The element closest to the centroid of the set of elements to be labelled is chosen as 

FIGURE 15.3 Working of CNN model [ 28].    
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the initialization phase’s beginning element and added to the output set (labelled set). After that, each 
candidate sample’s minimum distance from the labelled set is calculated, and the element chosen at 
each stage of the iterative phase is the one with the greatest computed value. 

15.5.5 AFFECT NET DATABASE 

The most comprehensive collection of categorical and dimensional affect models is found in Affect 
Net (Affect from the Internet). Three search engines are queried to gather emotion-related terms, 
which are then annotated by skilled human labelers. This section discusses how to search the 
internet, how to analyze face photos and extract facial landmarks, and how to annotate facial 
expression, valence, and arousal of affect. 

Affect Net uses 1250 emotion-related keywords in six different languages to search three major 
search engines and get more than 1,000,000 facial photos from the internet. Arousal and valence 
levels as well as the existence of seven distinct facial expressions were manually tagged in around 
half of the photos that were found. The outcomes of our experiments on the validation set using our 
standard operating procedures trained on the training set are shown in the Table 15.1 [29]. 

15.5.6 RESULTS 

The results are summarized in below graphs (Figure 15.4). 
According to the findings, valence and arousal differ significantly from one another. The first test 

for valence yielded subpar results (average RMSE = 0.37), demonstrating how challenging it is to 
learn valence only from subjective input. The pre-trained net (Transfer 0% Labeling) produced 
superior results (average RMSE = 0.14), indicating that the network trained on the AffectNet database 
(the transferred knowledge) enabled us to develop a very effective model able to generalise positive 
and negative valence across all individuals. In contrast, the pre-trained net performed horribly when it 
came to arousal (average RMSE = 0.22) while the net fed with subject-specific data performed much 
better. This shows that it is more difficult to generalize the correct recognition of arousal levels 
because it is more dependent on the specific subject. Indeed. The inherent properties of valence and 
arousal as well as the various types of training data employed can both be used to explain these 
discrepancies. In general, valence seems to be harder to learn from subject-specific data than arousal 
(see “No Transfer” scenario). Arousal is particularly confused by the transition from an in the wild 
context to a controlled one, even if it has no detrimental effects on the learning process for valence. 

15.6 THE USAGE OF STATISTICAL LEARNING METHODS ON WEARABLE 
DEVICES AND A CASE STUDY: ACTIVITY RECOGNITION ON 
SMARTWATCHES 

This study’s objectives are to investigate the application of statistical learning techniques to 
wearable technology and to carry out an experimental investigation for the identification of human 

TABLE 15.1 
Some Classifications About AffectNet      

Valence Arousal  

RMSE 0.37 0.41 

CORR 0.66 0.54 

SAGR 0.74 0.65 

CCC 0.60 0.34    
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activities using information from wristwatch sensors. To accomplish this goal, mobile applications 
that run on smartwatches and smartphones have been created to collect training data and quickly 
identify human activity. Some 500 patterns of data were collected at intervals of four seconds for 
each activity—walking, typing, stationary work, running, standing, writing on a board, brushing 
teeth, cleaning, and writing—using these applications. The performance of the created dataset was 
examined using various statistical learning methods, including Naive Bayes, k closest neighbor 
(KNN), logistic regression, Bayesian network, and multilayer perceptron. 

15.6.1 OVERVIEW OF STATISTICAL LEARNING 

There are numerous supervised and unsupervised tools for drawing conclusions from data in sta-
tistical learning. In several fields, including public policy, health, astrophysics, and business, 
supervised statistical learning is generally used as a statistical model to estimate or forecast an output 
using pertinent inputs. Unsupervised statistical learning allows for the learning of correlations and 

FIGURE 15.4 Average transfer learning results (RMSE) between subjects for valence and arousal, in three 
different transfer-learning settings.    
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data structure without having to see the output. In this study, supervised learning methods (Naive 
Bayes, logistic regression, Bayesian network, k nearest neighbor (kNN) and multiplayer Perceptron) 
are used for activity recognition. The Naive Bayes approach is used in supervised learning tasks, 
where classes are known in the training phase and predictions of classes are realized in the test phase, 
to learn and represent probabilistic information from data with clarity and ease. The output of the 
input layer and all intermediate layers are exclusively submitted to the higher layer, making the 
multilayer perceptron a feedforward structure of artificial neural networks. A layer of perceptrons is 
meant by “layer” in this context. There is no restriction on the total number of perceptrons or hidden 
layers. Logistic regression is used to describe and test suppositions about associations between class 
variable and other related predictor variables by estimating probabilities using a logistic function. 
Logistic regression can be binomial, ordinal or multinomial. 

Bayesian networks are one of the graphical models that use probability. In Bayesian networks, 
graphical structures are used to represent the knowledge about a hazy subject. Particularly, in the 
graph, variables are represented as nodes and probabilistic dependencies between the variables 
are shown as edges. Using well-known computational and statistical techniques, the values of 
the graph’s edges can be determined. The model structure of the Bayesian Network used for the 
research in the case study is shown in Figure 15.5. Variables are standard deviations and averages 
of x‐, y‐ and z‐axis of accelerometer sensor. 

15.6.2 ACTIVITY RECOGNITION ON SMARTWATCHES USING STATISTICAL LEARNING METHOD 

This work uses accelerometer sensor data to conduct activity recognition. In addition to the force 
of gravity, an accelerometer measures the acceleration force in m/s2 that is imparted to a device 
along each of the three physical axes shown in Figure 15.6. 

FIGURE 15.5 The model structure of the Bayesian 
network [ 30].     

FIGURE 15.6 Smartwatches accelerometer axes [ 30].     
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For nine different daily activities, the amplitude of the accelerometer’s x-axis changes according 
depending upon the type of activity (typing, writing, writing on board, walking, running, cleaning, 
standing, brushing teeth and stationary). Smartwatch accelerometer signals are used to detect activity 
using statistical learning techniques. The flowchart for activity recognition, shown in Figure 15.7, 
shows the procedures involved in data collection, feature selection, classification, and development 
of wristwatch applications. The following subsections provide details on these actions. 

15.6.3 CLASSIFICATION WITH STATISTICAL LEARNING METHODS 

The WEKA Toolkit, which includes these approaches, is used to assess the extracted features using a 
variety of statistical learning methods (Naive Bayes, kNN, logistic regression, Bayesian network, and 
multilayer perceptron). The other half of the data is used for testing after the training portion. Data are 
divided at random for testing and training purposes. The comparison of evaluation criteria for sta-
tistical learning methods, including accuracy rates, F-measure, ROC area, and root mean squared 
error (RMSE), is shown in Table 15.2. The accuracy of a test is measured by the F-measure. The 

FIGURE 15.7 Flowchart of activity recognition [ 30].    

TABLE 15.2 
The Accuracy Rates, F-Measure, ROC Area, Root Mean Squared Error Values of Statistical 
Methods [ 30]       

Methods Accuracy 
Rates 

F-Measure ROC 
Area 

RMSE  

Naive Bayes 81.33 0.819 0.974 0.1644 

Bayesian Network 91.55 0.916 0.993 0.1242 

kNN (k = 3) 89.68 0.896 0.971 0.135 

Logistic regression 85.55 0.854 0.977 0.1507 

Multilayer perceptron  74.57 0.734 0.957 0.1937    
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formula for the F-measure is provided in Eq (15.1). The letters FN, FP, TP, and TN stand for the 
numbers of false negatives, false positives, true positives, and true negatives, respectively. 
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tp fp
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tp fp
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(15.1)  

The RMSE of a model prediction with respect to the estimated variable X-model is defined as the 
square root of the mean squared error are given in equation 15.2. 
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ROC (receiver operating characteristic) area is also known as area under curve (AUC) is calculated 
as in Eq. (15.3) 
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(15.3)  

Here, the statistical methods for human activity recognition on smartwatches are investigated. It is 
determined by looking at the accuracy rates in Table 15.2 that the Bayesian network method is the 
most effective strategy for the study’s dataset. Through this research, it is possible to comprehend 
how to categorize human activities utilizing sensor data and statistical learning techniques. For 
nine different activities, a single set of accelerometer sensor data is used. The studies for human 
activity recognition can be improved in the future by using various sensors, such as the heart rate 
monitor, ambient light, GPS, and gyroscope, to detect more activities by increasing the number of 
classes (handshake, smoking, drinking, etc.), or to separate more complex parts of activities (such 
as walking hands in pockets, walking hand in hand, etc.). 

15.7 CHALLENGES FOR ML APPLICATION ON WEARABLE DEVICES 

In the modern world, smartwatches that can connect to smartphones are frequently used as 
wearable technology. Wearables will likely take on a variety of shapes in the future, each one 
created for a particular need. Wearable technology that can assist humans in doing their respon-
sibilities will rule the planet of the future. Sharing the information gathered allows them to market 
in the shortest amount of time possible and contributes to profit maximization. Other facets of life, 
such as those in the medical, geographic, or private domains, can be generalized by using it. To 
assist in the precise identification of diseases, wearables can disseminate the data they acquire in 
the form of text, video, audio, or other specified forms. 

In general, the Cross-Industry Standard Process for Data Mining Cycle (CRISP-DM 1999) is 
used to develop machine-learning systems. Since virtually no ML model is guaranteed to be 100% 
accurate, the development-to-deployment process involves many challenges in gathering the data, 
choosing the best features, choosing the libraries and framework, evaluating the trained model(s), 
selecting the best model, and relying on the ML model decision. Healthcare ML learning models 
must be created to generalize well, deal with untried examples, take into account individual dif-
ferences, analyze the results carefully, and communicate them. 

There are many challenges that developers of a machine learning application for a wearable device 
should take care of in addition to the usual challenges facing any machine learning application 
regarding the used data and model. All of these challenges are shown in Figure 15.8 and are presented 
in the following subsections, along with how they affect the options available to developers. 
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15.7.1 DATA AVAILABILITY AND RELIABILITY 

Since human health is the goal, wearable technology data must also be trustworthy, with clear 
assurance and alerts to seek medical assistance if any concerns arise. The authors of [31] looked into 
the potential sources of error in a variety of wearable optical heart rate sensors. They investigated 
heart rate and PPG data from wearables of both consumer and research-grade while engaging in 
various activities for people with various skin tones. Their research revealed that accuracy did not 
differ statistically among skin tones, but there were notable disparities between devices and activity 
kinds, with an average absolute inaccuracy of 30% more than at rest. The reliability of data in 
healthcare is so important for the patient and physician to rely on the device readings to take the most 
appropriate medical decision, which may in some cases threaten the life of a human. 

15.7.2 MODEL SELECTION & RELIABILITY 

By testing the model with data that has not been used in training, cross-validation techniques are 
thought to be one method for accurately evaluating the accuracy of machine-learning models. The 

FIGURE 15.8 Challenges for ML on wearable devices [ 30].    
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authors of [32] analyzed research studies that utilized either record-wise or subject-wise cross- 
validation. In their research, they used simulation data and a publicly accessible dataset for activity 
detection to discover that record-wise cross-validation overestimates the predictive power of 
machine-learning algorithms. This outcome is consistent with the research results in [33]. 
Differently, some of the authors in [34] critiqued the work in [32] with the claim that record-wise 
cross-validation can be applied because no within-subject dependence between observations can 
be found. 

15.7.3 STORAGE LIMITATION 

The viability of deploying a machine-learning application on a wearable device or an edge device 
depends on a number of variables, including the device’s size, the data size (the number of features 
and duration of physiological data used for prediction), the model’s complexity (the number of 
parameters and layers), and whether batch or real-time processing is used. For the same amount of 
parameters and layers, a high accuracy model frequently requires more memory than a model with 
a lower accuracy. Depending on the machine learning application, certain machine learning models 
(especially those that include image inputs) might reach up to an order of 100 megabytes or even a 
gigabyte, which cannot fit on the best wearable device coupled with the memory required to 
execute the computations. 

15.7.4 DEPLOYMENT ALTERNATIVES 

By analyzing sensitive private data on a local gateway, filtering it, and compressing it instead of 
doing it on a cloud out of the user’s control, edge computing can reduce data transfer to the cloud, 
which in turn reduces power consumption and improves privacy. The scale of the machine learning 
model, the number of data streams to be utilized for training and testing, the demand for online 
training and real-time prediction, and the computational resources required for training and testing 
all play a role in this. The flexibility of storage and the scalability of computational resources on 
demand are the key benefits of adopting cloud computing. 

Other factors that affect the choice of which deployment option to choose when developing 
wearable machine learning applications include data drift (how data distribution may change over 
time) and continuous integration and delivery. With some operations unique to machine-learning 
applications, such as data collection, cleaning, and pre-processing, continuous (re)training of the 
ML model, and continuous (re)deployment of the updated model to the device, the edge nodes, or 
the cloud service, the development process for wearable machine-learning-based software requires 
the same steps as for any software [35]. 

15.7.5 USER ACCEPTANCE 

The device’s use in daily life is a key determinant of user adoption. [36] identifies design standards for 
wearable technology. For instance, developing a wearable should take into account the diverse gender 
requirements, adhere to the anatomical structure of the human body, and utilise materials that are both 
comfortable for the body and do not irritate the skin. Additionally, it should be used in a fluid en-
vironment and must be as simple to use as feasible without requiring extensive setup or configuration. 

15.7.6 POWER CONSUMPTION 

Due to their generally short battery lives, wearable technology’s primary drawback is power 
consumption. The necessity to transmit physiological data captured by the device’s sensors to the 
cloud in order to carry out computations on the cloud has a significant impact on the power 
consumption for machine-learning applications on wearable devices. The best commercial smart 
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watch battery life, which detects walking and running activities and provides an approximation of 
the heart rate and oxygen saturation, lasts only a few weeks at the time this article was written. In 
reality, this might be much lower and as little as a few hours for wearables that continuously 
monitor numerous vital indicators to warn users of anomalous circumstances (e.g., alerting for 
abnormal heart rhythm or detecting fall). 

The elements that affect the power consumption in wearable devices include the board, its 
components of different biosensors and their sampling rate, the operating system and other soft-
ware running on the board, the wearable display, the rate of logging data on the device, and the 
amount of data transmitted over the communication channel (e.g., Bluetooth or Wi-Fi) to be sent to 
the edge/cloud. 

15.7.7 COMMUNICATION 

When using an edge computing approach, the wearable device and the edge device can communicate 
internally using one of the following standards: Bluetooth, Zigbee, RFID, NFC, and UWB. Because 
it uses so little power, lightweight Bluetooth is frequently used [37,38]. However, the Bluetooth 
protocol only permits up to seven devices to connect to a device at once, and in practise, when there 
are many connections to a smartphone, performance suffers and pairing issues develop. The max-
imum distance between the wearable and the edge device, the necessary data rate for the wearable-to- 
edge device, and the necessary latency are other considerations that influence the choice of com-
munication medium. 

15.7.8 SECURITY & PRIVACY 

Incorporating security into the design of wearable technology is edge computing’s fundamental 
problem. To do this, solutions must be provided for managing, updating, and securing the wearable 
technology. Malicious hardware or software injections, denial-of-service attacks, various routing 
vulnerabilities, and physical assaults are only a few examples of security hazards. Incorporating 
various ML-based solutions for detecting various threats that may affect the communication network, 
computations, battery consumption, or storage can help protect against some of these assaults. 

15.8 CONCLUSION & FUTURE SCOPE 

The management of chronic conditions and more transparency between patients and clinicians will 
be made possible by wearable health technologies. To enhance a patient’s experience of treatment 
and give them more control over their own health, it is essential to use tools and technology that 
facilitate the efficient transfer of data from patients to physicians. Future design and development 
of digital technology in this field will be based on ongoing research into industry best practises, 
trouble spots, and potential fixes for problems already present. 

We have outlined the main issues and recently emerging solutions for this quickly developing 
sector by sharing our findings. Our work acts as a starting point for the development of a 
streamlined procedure to find pertinent parties in this field and offer information on the adoption of 
and workflows surrounding wearable health technology and EHR integration for companies across 
the health care sector. We hope that these findings will serve as the starting point for future 
research on wearable health technologies because much of this work is still in progress. 
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16.1 INTRODUCTION 

Scholastic researchers focus on security issues in huge critical networks, similar to mix frame-
works, the overall of things, cloud organizations, etc. If these networks have security issues, they’ll 
experience an incredible monetary shortfall. Conversely, barely any scientists have considerable 
authority in individual security issues. Even though these occurrences cause extraordinary re-
percussions, they fail to cause significant misfortunes in a brief timeframe. In contrast to occur-
rences in mechanical organizations, the dangers of such episodes are steady and extensive. Right 
now, OSNs (online interpersonal organizations) have become a basic a part of human existence; a 
fundamental gratitude exists to acquire and share individual data. Also, administrators can employ 
users’ own data discretionarily for a few purposes. The partner editorial manager is planning the 
survey of this original copy and favour it. 

We have observed a drastic growth in multimedia data. Even during the current COVID-19 
pandemic situation, we can clearly observe that the images are helping doctors quickly detect 
COVID-19 infection in patients. There are many critical applications where images play a vital 
role. Some of those applications include medical industry, astronomy, physics, chemistry, foren-
sics, remote sensing, manufacturing, and defense. These applications use raw image data to extract 
some kind of useful information about our world. Quick extraction of valuable information from 
raw images is one of the challenges that academicians and professionals are facing today. This is 
where image processing comes into play. The primary purpose of image processing is get an 
enhanced image or to extract some useful information from it (Figure 16.1). 

It could be deciphered in a few settings and viewpoints in controls like law, well-being science, 
sociologies, and PC and information science. Security assurance in various ends isn’t general. The 
strategies in developing modern industrial networks don’t appear to be reasonable for social net-
working. For the most part, security will be denied because of the option to be distant from everyone 
else and to possess independence from being impeded or interrupted. Moreover, in social networks, a 
particularly extravagant and huge organizational climate, homogeneity makes it difficult to ponder 
security assurance from just a private viewpoint; the organizational climate is where personal data is 
revealed. Additionally, the affirmation of security breaches of different users, like community users 
and normal users, changes extensively. The common strategies for ensuring users’ protection in 
interpersonal organizations incorporate namelessness, decentralization, encryption, data security 
guidelines, protection setting, access control, and improving users’ security consideration and 
security lead. The remaining four strategies depend upon the various interpersonal interaction which 
needs to be executed, which have beenproven to be flawed. At uncertain times, complex security 
settings disrupt users’ experience. Studies have focused on users because of security can be effort-
lessly broken here. Investigatiosn are coordinated during this work. In this paper, we utilize the last 
methodology, which is to build up the users’ security care and improve security conduct by insurance 
assessment to help security breaches at the foundation. 

Nonetheless, we face an issue in this technique: we need to analyze the huge number of users. In 
accordance with the small globe opinion, more users can arrive together inside six stages. Now one 
user can connect with many billions of different users. With a particularly enormous and convoluted 
network structure, it’s difficult for conventional algorithms to oblige this model successfully. An 
outsized number of envision accounts, android accounts, damage accounts, public accounts, and so 
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on exist. These records don’t influence the security of common users. In different investigations, this 
perception wasn’t supported; they just broke down all the friends around a user (Figure 16.2). 

This framework fills in asmotivation increases. If the intrusion of those users might be sensibly 
denied, we could simply assess the users who sway the security transparency of the goal users. 

FIGURE 16.1 Medical image processing.    

FIGURE 16.2 Heterogenous IoT framework.    
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Besides, the productivity can be improved, and consequently, the accuracy of insurance measures 
may be significantly enhanced. During this time, exhausted users are immovably associated with 
the security spillage of target users. We don’t want advantageousness to avoid provisions. To 
facilitate after effectively killing the outmoded users, we acknowledge that as yet, a couple of users 
have a cozy correlation with the goal abuser inside the chart arrangement, yet they cleave to 
information about the objective user that has misplaced its security. These users may be near the 
goal user; however, at this point, they’re irrelevant. In the wake of end-evoking various systems, 
we decided to use the users’ direction to loosen up this issue. 

Heterogeneous networks consist of existing different Radio Access Network (RAN) technologies 
(e.g. WiMAX, Wi-Fi, E-UTRAN, etc.). They generally consist of multiple architectures, transmis-
sion solutions, and base stations of different energy capacity. The essential networks are used to 
enhance user experiences and restrict access in RAN and core-network (CN). It is possibly due to the 
corresponding complimentary services such as Wi-Fi: high data rates, short distance, low movement, 
while for UMTS: relatively low data rates, longer distance, high mobility [1]. HetNets also contribute 
to the intelligent routing and management of IP traffic, and also to effective load balancing and 
assignment of resources by not just aggregating disparate network radios but also offloading/loading 
selected or bulk packet-switched (ps/cs) traffic between the HetNets. In addition to other inter- 
technology options, 3G-WLAN has been investigated. These diverse radio interfaces can be com-
bined in the EU and the RAN; as a consequence, multifunctional (client-based and host-based) 
frameworks are necessary for mobility and handover management [2–8]. Furthermore, none of the 
current technologies and networks of the second or third generation have the potential to provide the 
ubiquity of support quality of service level (QoS) needed for network coverage [2] (Figure 16.3). 

Figure 16.1 It depicts the network evolution of present and future with respect to transport 
network plane, network layer plane, and logical network plane. The core is related to domain of 
future with migration and metro is a centre and related to domain with interoperability migration 
and other domains. 

Here, as we attempt numerous strategies, we chose to utilize the users’ behavior in resolving 
this issue. Here, in past examinations, specialists considered executing user behavior following live 
security; nevertheless, their utility in barring repetitive users was limited. In past assessments, 

FIGURE 16.3 Network evolution.    
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experts considered executing user leads to live security; nevertheless, their utility in accepting 
unnecessary users is not worthy of mention. As such, we maintained our underlying work on 
individual assurance scoring systems, and we loosened up the procedure connecting individuals 
with everyone or any users inside the comp etc association arrangement diagram and joining the 
direct users to compensate for the shortcoming of past accesses. Our responsibilities during this 
paper are as follows: 

• We propose the possibility of essential comparable structures and end the matter of ad-
vantageousness inside the traditional hub centrality situating algorithm.  

• We propose direct social closeness to feature lead user conduct qualities.  
• We settle the matter of reasonableness and dispose of repetitiveness with abundance users.  
• We facilitate the proposed structure resemblance; direct conduct closeness and property 

likeness with our previous period singular insurance assessment technique; hence, we 
propose a more comprehensive strategy for assessing a user’s security status. 

Central doubt in these assessments is that all the users in web-based media all make substance, need 
to share the substance by making it easy to find, or talk with anticipated targets. To improve cor-
respondence and allot resources effectively for better open organizations, government needs to grasp 
assorted online media content sorts and better separate occupants’ web-based media practices of 
information sharing and dispersal. Governments should appreciate various sorts of users and their 
practices, and the extent of the substance types they make, and recurrence of making content less 
complex to arrange by others. The understanding of the user practices will have the choice to zero in 
some subset of user types. In this examination, we intend to perceive and arrange different sorts of 
online media users by user media content sorts and frequencies, and to analyze social differentiations 
by user sorts. We will zero in on Facebook online media to fathom the user practices in e-government 
settings. We present a web-based media user conduct to investigate the above requests. The user 
conduct perceives the web-based media users into different kinds and grants to analyse the online 
media-based data creation, laying out and zeroing in on practices by different user types. 

Long-range interpersonal communication locales have an assortment of choices and applica-
tions that make them alluring to an expansive crowd. Facebook has made it feasible for people to 
meet on the web and has become ubiquitous. Facebook offers an easy method to quickly relate 
with companions. However, when considered, numerous issues of person-to-person communica-
tion can present, for example, reliance, protection and security issues. 

In conveying these administrations, long-range interpersonal communication locales gather 
huge measures of sensitive data and appropriate it more rapidly and widely than user information 
gathers firms. Information gathering is an interesting instrument when used to help a user discover 
old partners or see advertisements to new user items, yet questions emerge when users theorize 
how much data is being gathered about themselves (Consumer Reports, 2020). How is this 
information being utilized? Could this data fall into unacceptable hands? Do users perceive how 
secure their data really is on informal organizations? 

To answer these questions, this investigation is broken down into four proposals. The main 
proposal indicates those users who think about security as a significant factor in a long-range 
informal communication site; more are probably going to change their settings frequently. The 
subsequent proposal states users who have perceived fraud as a significant security concern 
are bound to change their settings at any time. The third proposal expresses that Facebook users 
who have left their security on a default setting are less prone to any infection or malware assault. 
The last proposal states that Facebook users who have their security set to a “daily schedule” 
setting haven’t had security assaults on their profile. 

There are more than 100 sites. For example, Facebook, YouTube, WhatsApp, Twitter, 
LinkedIn, and Instagram offer a scope of administrations for users who rely on the organizations 
for sharing their ideas, photographs, recordings and web journals. In any case, the fundamental 
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motivation behind online interpersonal organizations is sharing data. Table 16.1 exhibits the most 
mainstream informal communication locales as indicated by a positioning from ebizMBA (http:// 
www.ebizmba.com). 

The rest of the paper is organized as follows: the second section defines the complex structure of 
social media where various devices are connected through different networks. In the third section, the 
previous work on social media networking is explained. The fourth section explains the precise fun-
damentals of the graph, which helps in information flow in the social network. The fifth section provides 
information about the privacy and security taxonomy problems in social networks. The sixth section 
defines the user behavior perspective in social media network that bifurcates into analysis, character-
ization, recognition, and prediction. The seventh section describes types of attacks over the social media 
network that can mis-communicate or make an absurd file extensions that automatically download and 
create vulnerability. The eighth section defines user behaviors on the social network, which are based on 
parameters. Data preparation and representation of social media information are reflected using the 
analysis chart in the ninth section. At last, it concludes the quantitative and abstract techniques to 
research the fortunate combination between long-range social network use and risk concerns. 

16.2 NETWORKS 

Networks are complicated, consisting of several devices that use a variety of technologies. The 
technologies chosen clearly influence the properties of the whole network, and thus, the given a set 
of network requirements the selection of suitable technologies isn’t straight forward. 

The distribution of routing and labelling takes place at each hierarchical level. Including the 
label switches at Level 2, each LSR participates in the routing. The routing information is usually 
aggregated and distributed to Level N from Level N+1. In other words, all N+1 routers are pre-
sented as a simplified topology to N. There are different complexity representations, and therefore, 
different quantities of information are needed to describe them. Information is lost when topologies 
are aggregated. The routing protocol’s information is therefore reduced, resulting in fewer optimal 
routes. The choice of how an aggregated topology is represented is therefore a compromise of the 
amount of routing information and the correctness of routing calculations. 

TABLE 16.1 
The Best Social Networking Sites & Apps. (August 1, 2020, eBizMBA)       

No. Website/Apps Number of Users INFLUENCE Monthly Visitors   

1 Facebook  2,200,000,000  100% 5% Decrease (Q/Q)  

2 YouTube  1,850,000,000  85% 2% Increase (Q/Q)  

3 WhatsApp  1,500,000,000  20% 5% Increase (Q/Q)  

4 Instagram  1,100,000,000  85% 3% Increase (Q/Q)  

5 Twitter  375,000,000  90% 0% Increase (Q/Q)  

6 Reddit  370,000,000  60% 1% Increase (Q/Q)  

7 Pinterest  250,000,000  70% 5% Increase (Q/Q)  

8 Snap Chat  110,000,000  20% 3% Increase (Q/Q)  

9 Ask.fm  105,000,000  40% 12% Decrease (Q/Q)  

10 Tumblr  95,000,000  50% 2% Decrease (Q/Q)  

11 Flickr  90,000,000  50% 3% Decrease (Q/Q)  

12 VK  85,000,000  25% 2% Increase (Q/Q)  

13 LinkedIn  85,000,000  10% 2% Decrease (Q/Q)  

14 Tagged  35,000,000  30% 8% Decrease (Q/Q)  

15 Meetup  30,000,000  30% 12% Increase (Q/Q)    
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16.2.1 SOCIAL NETWORKING SITE (FACEBOOK) 

In person-to-person communication, Facebook is perhaps the biggest site, with 39.17 million 
Facebook users in India in December 2020, representing 28% of its entire people. The majority 
were men - 75%. People between the ages of 25 to 34 were the biggest group (14.70 million). The 
most striking difference among individuals occurs among people 25 to 34, where men lead by 
7.30 million. The site works by getting users to interface with one another dependent on their 
experience or shared interests. It permits them to join packages that have equivalent tendencies. 
Every user seeks an online profile that contains particular information on the users, for example, 
their name and email address. Part of being on Facebook consolidates users postings so other users 
can see what they are doing or interested in. These updates show up on their mates’ newsfeeds, as 
well as on the user’s channel. This information is accessible to anybody, and viewable in the public 
region. Because of such a data posted, it is useful for an attacker to collect and target users 
dependent on the individual data they share [3,4,5]. 

Facebook has in the past conceded that security isn’t the top feature the site offers. Redone benefits 
and focus on progress on Facebook depend on users’ secure information [6]. Fitting associations 
dependent on precious data licenses relationship to zone likely users and advance their things. 

Past assessments have zeroed in on the utilization examples of school understudies on Facebook 
and didn’t analyze the security issues raised by these understudies on Facebook. In this appraisal, 
we incorporate the online security issues that Facebook users experience, and we propose how 
these issues might be moderated. 

Regardless of the security outrages, the examinations, and the reports that Facebook’s com-
mitment to security is in decay, Facebook has posted an expansion in active users in its 2019 
update. Most importantly, on users, Facebook currently serves 2.37 billion monthly active users, an 
expansion of 55 million on the past quarter [7,8]. 

In spite of rising concerns, and because Facebook has been around for about 15 years, utili-
zation keeps expanding, which is an extremely large accomplishment in itself. Obviously, the 
larger the scale, the more Facebook’s likely effect, which will keep on prompting further worries 
from administrative and government gatherings. However, as a business, Facebook has grown at 
an astonishing rate, something disparaged in most evaluations. 

As should be evident from the above charts, Facebook’s expansion has moved back in North 
American and European business areas, yet the associations had the choice to continue with its 
expansion in the Asia Pacific and ‘Rest of the World’ arrangements. That has been particularly 
helped by Facebook’s consideration on India. Since 2018, the social network has multiplied its 
Indian group base to more than 300 million and looks set to continue with its development on the 
planet’s second-most populated nation. 

Since its surreptitious block-chain project has all the earmarks of being unequivocally based on 
Indian users, the above evaluations may even be moderate while various associations are still in a 
general sense subject to North American use. Facebook’s development has set it in another strato-
sphere on this front and enabled it to get first-mover advantage in a scope of new business sectors. 

Similarly significant,in its 2020 report, Facebook saw that it would in a little while be moving 
to another ‘Gathering of Apps’ utilization measure, which would join all users across Facebook, 
Messenger, WhatsApp, and Instagram, giving a more complete viewpoint on the association’s 
authentic reach. 

16.3 RELATED WORK 

In the past protection evaluation research, analysts zeroed in on the information uncovered by 
users’ profiles. In inventively utilized profile data to evaluate the affectability and see limits of 
characteristics, the user’s security status was surveyed through a Bayesian model. Keeping up their 
examination, a more customary, considerably more numerically sensible strategy to decide user 
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security scores in online social networks blends affectability and sets limits with IRT (item 
response theory); this assessment phenomenally advances the examination of affirmation appraisal. 
In upcoming examinations, Fang and Le Fevre masterminded an organization to give an affir-
mation settings wizard to users to let them control sensible profile settings. Jain and Raghuwanshi 
[9] masterminded a straightforward condition to discover the affectability of profile things, by then 
seeing the affectability and the limit of the data inside the user’s profile and responding to this 
explanation. Xu et al. [10] found the key fragments affecting users’ self-disclosure of individual 
data. Aghasian et al. [11] evaluated users’ profiles spread on various informal organizations and 
got the users’ security exposure status; they’re the first to propose protection appraisal in different 
social affiliations. Malicious users in relational association stages are presumably going to show 
individual direct principles not equivalent to normal users, because of their goals in intensifying 
their own necessities and purposes (e.g. advance a particular thing or certain political points of 
view or theory). User direct investigation isn’t only helpful in getting a start-to-finish cognizance 
of user objective, yet it is in like manner basic to the disclosure of toxic social bots’ records in 
online casual networks. User lead presumably changes under different conditions. Chang [12] 
proposed that condition study is associated with programming administration prerequisite ex-
amination, which may empower the investigation of any change in user’s necessities. Such an 
investigation is important to grasp the dynamic necessities of an item organization atmosphere. 
Zhang et al. [13] acquainted a structure with the advancement of user individual direct norm in 
media video proposal organizations on online casual networks. Their structure relies upon social 
setting and explores the changes in user need for various social conditions. Such user lead data will 
be jumped if we have permission to access the user’s logs [14] or user’s snap streams (e.g. 
recorded by relational association stages). The qualification in user direct is gotten, for example, by 
examining the image search logs of users to overview the chase objective of vacillated users [15], 
and this technique can support improvement of web records. Wang et al. [16] used user click 
stream data to fabricate a tick stream graph model to address user direct and perceive unmistakable 
user social affairs, and so on to distinguish poisonous records. There have also been distinctive 
researches that exhibit user objectives, and unusual records could similarly be settled through 
direct investigation and social condition in empowering the appreciation of users’ dynamic lead. 
Liu et al. [17] constructed a novel convolution neural detail-maintained user direct, program 
substance and setting information to fabricate a tick model and encourage the user’s gobble ten-
dencies to enhance up chase quality. Al-Qurishi et al. [18] accumulated an outsized proportion of 
user information on the Twitter and YouTube, around 13 million channel activities, exploring and 
perceiving atypical practices that veer off basically from enormous extension subtleties through 
user lead in two relational associations P. Shi et al. [19]. 

In the current synthesis, the supervisor generally broke down affirmation concern in user 
information and sites [20,21]. Fundamental game-plans intertwine encoding and key spread [21] 
and acclimate a worker facing dark characters [18]. To help the sensibility of their answers, 
analysts moreover consider the liberality instead of a few assaults, for instance, sneaking around, 
insulting, replay, and wormhole assaults [22]. 

A few applications with easygoing correspondence have watched for affirmation stress by 
allowing users to manage their security approaches and plan security settings. Sadeh et al. [23] 
examined related issues in People Finder, an application that licenses users to present their locale 
to other people; users can refine security systems over the long haul. Emiliano et al. explored 
information security issues in CenceMe [20], a versatile, long awaited social correspondence 
application utilizing sensors. The response to the security issue is to allow users to really arrange 
for which sensors to use on their telephones. This prescribes that users need to disable certain 
sensors to perceive confirmation objectives. Access control on encoded information gives users 
consent to basically unscramble the blended information. The best methodology is to encode every 
information once and give sensible keys to users once so they can interpret supported information. 
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Like alluded to earlier, in PSN, thinking about the developments of user venture and trust 
affiliations, the interpreting key ought to be continually changed to accomplish expected security 
levels. Unadulterated symmetric key-based encryption and public key encryption don’t appear, 
apparently, to be reasonable for PSN on account of either high multifaceted plan or non- 
capacity, especially for network-based second social exercises. Unequivocally, symmetric keys 
are difficult to administer in a streamed way. Information access control kept up unadulterated 
symmetric key encryption is tangled to help different procedures, while the overall key-based 
encryption plot isn’t productive for multicasting/broadcasting information to a lot of users. 
The data proprietor ought to encode information or keys for each target beneficiary Z. Yan 
et al. [24]. 

The significant objective of OSNs is to yield substance to most remarkable users. They are use 
OSNs like Facebook, Twitter, and LinkedIn, to engage in standard activities [23]. In general, OSN 
customers share data about themselves and their lives with associates and extras. Regardless, in 
this scattered information, a section of the uncovered substance through the OSN are private 
and therefore mustn’t be appropriated in any way. Constantly, customers share a couple of 
pieces of their way-of-life routine through notifications or the sharing of photos and records. 
Eventually, unprecedented OSN customers use advanced cells to require pictures and sharing 
trends through OSNs [25]. This data can permit noxious customers to use and attack an individual. 
Data recovery and information affirmation are two activities in PC programming disciplines that 
have various targets. 

Data recovery offers frameworks for information extraction. It offers a set of procedures for a 
relationship for information study and settling on choices to maintain this recovered data. 
Information security shields data from unapproved and malicious access that uncovers, changes, 
assaults, or annihilates the data put in a safe spot or shared on the web. For example, specialists 
related with data recovery every so often don’t consider security issues while masterminding 
answers for data recovery and the bosses [26]. On the other hand, analysts who work on infor-
mation security routinely limit data-recovery strategies to shield fragile information from enemies 
who look for isolated data. 

End-to-end message authentication using CoAP over IoT framework, a necessary authentication 
is required over social meda while sending or receiving a message from another [27]. The opti-
mization of the algorithm is most important over network transmission due to quick responses [28]. 
Sources localize in WSN from noisy data [29]. The computational intelligence provides a great 
optimization over WSN in k-coverage network in social media networks [30]. A network web 
describes the all-over communication using one to another or via some another state also in WSN. 
A farmer integration monitoring system helps to get indication if any unknown activity occurs. 
This all has been done using various routing protocols in WSN [31–33].  

• Gap Identification with related work 
Social media / social networking gaps that need to be focused. Gaps are:  
• Intranet versus extranet 

Social media networking brings the values to inside and outside the “organization” and 
uncertain, prudent, appropriate, rule-driven connection among these two worlds (social 
networking inside and outside the organization) can bear great profits.  

• The content here, community there 
Companies pays a lot of time and endeavour creating amazing content, yet their 
community interface seems to happen somewhere else, and this would be not fruitful 
for the community (e.g., GE’s website and one of their GE Facebook pages).  

• Security and privacy 
In heterogeneous network SSL certification security must be used to protect the data 
breach, phishing, sybil, wormhole attacks. 
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16.4 FUNDAMENTALS OF SOCIAL NETWORKS IN GRAPH 

The idea of graph theory is broadly utilized in social media. As a usual here, the users or in-
dividuals included are considered as the nodes or vertices. What’s more, any connection between 
the users because of regular preferences or shared friendship is considered as edges. 

16.4.1 GRAPH THEORY IN FACEBOOK 

Most everyone knows about Facebook today. You can click ‘like’ in the event that you discover 
something to your liking, ‘tag’ your companions in different ‘posts’, put remarks in posts, and above 
all, become friends with somebody whom you know and somebody whom you don’t have the 
foggiest idea! The idea of graph theory is utilized in Facebook [Figure 16.4] with every individual as 
nodes and each like, share, remark, tag as edges [34]. 

16.4.2 GRAPH THEORY IN TWITTER 

Here the people are considered as nodes, and in the event that one individual follows another, that 
point is considered as the edge between the two users. Graph theory occurs in various fields: 
mathematical and other geometrical investigations: If we don’t think about the length of the edge and 
vertical points of a polygon, at that point it tends to be securely expected as a graph with its vertices 
and edges [35]. This reality probably won’t be that helpful in the investigation of polygons; however, 
this hypothesis is generally utilized in the investigation of surfaces and articles with higher mea-
surement. Graph is additionally utilized in polynomial math (Figure 16.4). Figure 16.4 clearly shows 
the association usage of graph theory most likely on social networks, where a set or bunch with some 
patterns of contact or interactions between them, such as Facebook, Twitter, Instagram, LinkedIn, etc. 

Figure 16.5 depicts the context of social media (such as online shopping networks, micro 
blogging networks, etc.), which is directly related to the users over open-source networks. 

16.4.3 DESIGNING TRANSPORTATION NETWORKS 

Architects and organizers utilize the idea of graphs prior to building expressways and bridges. They 
consider the different urban areas as nodes and the expressway associating them as edges. It is 
utilized locally inside the urban areas, too, for example, while developing a bus station. Here the bus 
station is as a node and the streets interfacing them are as edges [36]. Here the distances between the 
bus stations or the time taken to cross the distance are considered as a weight of the edge. 

FIGURE 16.4 Graph Theory in Facebook and Twitter.    
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16.4.4 COMMUNICATION NETWORKS 

A PC network, whether concentrated or dispersed, represents a graph. The web-directing 
framework and other information and packet routing frameworks in a PC network represent a 
graphical structure with the different PCs or devices as nodes and the routing way between them 
as edges. 

16.4.5 WWW 

WWW is a graph diagram where various pages in the web are considered as hubs, and, if there is 
any hyperlink between two pages, then that is the edge between those two pages. 

16.4.6 SOCIAL NETWORK 

Regardless, we need to have some ideas about the network. There are various methods of formally 
describing an organization based on the parameter used. The most well-known and versatile defi-
nition is taken from chart speculation; an interpersonal organization is conceptualized as a diagram, 
that is, a bunch of vertices (or hubs, centers) addressing social substances or objects, and a bunch of 
lines addressing in any event one social relations among them. An organization, nevertheless, is more 
than a graph since it contains additional information on the vertices and lines. 

16.4.7 BRIEF THOUGHT ON SOCIAL NETWORKS 

When we need to represent any type of relations in the public as connections, we tend to call 
it a social network. The example of interdependency between every person (nodes) can be 
founded on various perspectives, viz. friendship, interconnection between families, basic 
interest, monetary trade, despise, sexual relationships, or connections of convictions, informa-
tion, or renown. 

FIGURE 16.5 “Multimedia” in the context of social media: the heterogeneous data created and consumed in 
various OSNs.    
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Figure 16.6 depicts the relationship of a specific gathering of school companions. Every vertex 
represents to a critical individual in the friendship, and the edges indicate an association by 
relationship and connection of any sort that has been represented by four different colours [37].  
Figure 16.7 describes the connection of heterogeneous networks with respect to routers. 

16.4.8 SOCIAL AND ECONOMIC NETWORK 

It comprises of a gathering of individuals associated with a type of co-operation or pattern of 
correspondence. For example, Facebook, Twitter, business connection among organizations and 
users, interrelationship between families associated with a marriage and so on. 

16.4.9 DATA NETWORK 

The association between data objects, for exampl, includes semantic (links between different 
words and images), World Wide Web (interface between different site pages; new page associating 
with another through hyperlinks). Measuring networks in this contextual analysis portrays the size 
of Facebook organizations. Not many irregular users have interacted for an entire month, and the 
relationship is characterized into four diverse network patterns. 

16.4.10 ALL FRIENDS 

This organization speaks to the summary of all allies a user has; consequently, this is the greatest 
among all the portrayals. 

FIGURE 16.6 Network of friends.    
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16.4.11 COMPLEMENTARY/RECIPROCAL COMMUNICATION 

This portrayal shows the basic correspondence between two get-togethers, such an organization 
structures when there is divided exchange of information among two social occasions. 

16.4.12 SINGLE DIRECTION/ONE-WAY COMMUNICATION 

It contains people through whom user has granted. 

16.4.13 LOOKED AFTER MAINTAINED RELATIONSHIPS 

This relationship example contains people whose profile has been checked by the user more than 
once to take care of responsibility. 

In Figure 16.8, the red line shows the quantity of proportional connections, the green line shows 
the single direction connections, and the blue line shows the uninvolved connections is a com-
ponent of your network size. As per the Figure 16.8, more (lesser) number of people are having 
maintained relationships (maintained reciprocal communication) with respect to any network size. 

16.5 RESEARCH METHODS 

A taxonomy of privacy and security problems occurs in online social networks. Complete 
description of privacy and security threat in online social networks (OSN) Electronic media are a 
wellspring of correspondence between the information generator and end customer for online 
exchanges that make virtual associations through online social networks (OSN). An easygoing 

FIGURE 16.7 Heterogeneous network.    
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neighborhood, a social diagram reflects a relationship among customers, affiliations, and their social 
exercises [38]. These customers, affiliations, get-togethers, and so forth are the centers, and the 
relationship between the customers, affiliations, bundles are the edges of the diagram. An OSN is an 
online stage utilized by end customers to make easygoing organizations or relationship with others 
that have commensurate perspectives, interests, workouts, and more, besides genuine affiliations. 
Inestimable, diverse, long arrive at casual correspondence associations are accessible in the new 
online objections. These are the fundamental highlights of informal social-networking sites:  

• Everyone existing on the web casual association social correspondence organizations is 
going digital by utilizing a web connection. Substances have dealt with on appropriated 
storing up through an assembled induction the board structure. This substance can be used 
from any place by utilizing an online platform for relationship, similar to online browsing.  

• OSN customers need to disclose a profile for easygoing neighborhood as indicated by 
their pre-described stage. This profile information is in a general sense used for the 
register cycle to sign with the person to singular correspondence site. 

• Approximately all current individual-to-individual long social correspondence associa-
tions maintains customers in developing their social relations with various customers by 
going through a customer’s profile and comparing with others profile information.  

• Individual enthralling portion of the current OSNs is to empower substances on these 
districts which are pre-conveyed to customer, while OSNs utilize these substances for 
overseeing purposes. 

The essential target of OSNs is to bestow substance to most noteworthy users. Users use OSNs, for 
instance, Facebook, Twitter, and LinkedIn, to disseminate their typical activities. At times, OSN 
users share information about themselves and their exercises with relative and accomplices. Not with 
remaining, in these appropriated data, parts of the revealed substance through the OSN are private 
and likewise should not be disseminated in any way. Regularly, users share a couple of bits of their 
regular daily routine through notification or the sharing of photographs and accounts [39]. As of now, 
extraordinary OSN users use PDAs to take pictures and make accounts for sharing through OSNs. 
This data can have region information and some metadata introduced in it. OSN expert suppliers 
accumulate an extent of data about their users to offer altered administrations, yet it might be used for 

FIGURE 16.8 Active user graphical representation.    
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business purposes. Furthermore, users’ data may in like manner be given to pariahs, which lead to 
security spillages. This information can allow pernicious users to utilize and assault the person’s 
security. Information recuperation and data security are two creating territories in software en-
gineering disciplines that have different targets. Information recuperation offers procedures to data 
extraction. It similarly offers a bunch of techniques to a relationship for data examination and making 
decisions subject to this recuperated information. Data security shields information from unapproved 
and poisonous access that discloses, changes, attacks, or obliterates the data set aside or shared on the 
web. For example, researchers related to information recuperation sometimes don’t consider security 
issues while arranging answers for information recuperation and the heads. On the other hand, re-
searchers who work on data security ordinarily limit information recuperation methodology to shield 
delicate data from adversaries who search for singular information [40–42]. 

16.6 PERSPECTIVE OF SOCIAL NETWORK USER BEHAVIOR 

16.6.1 USER BEHAVIOR ANALYSIS 

User behavior of social networks indicates to their inclination to accept social network services on 
the basics of the social impact, user requirement, and social network methodologies, along with the 
summation of the numerous associated activities. Traditional user behaviors in social networks 
augment common behaviors of information usage, content conception behaviors, and content 
utilization behavior. This is also the main research area on social network-based behavior analysis 
and modeling. For example, one can study the patterns on content writing or content utilization to 
determine the time of subsequent content writing or content consumption in the near future. 

16.6.2 BEHAVIOR CHARACTERIZATION   

• Demeanor: Positive or negative mentality toward ONS decides its utilization. A positive 
point toward ONS will build its utilization.  

• Weariness: Temporary time, calming fatigue, slaughter time on ONS.  
• Usability: Energy time should have been told and use ONS interface.  
• Feeling: Feeling comfortable to exact assumptions and emotions on ONS.  
• Recurrence of utilization: Usage regarding your time spent on ONS, recurrence of visits, 

relocation data, ofttimes change standings.  
• Delights: Contentment and joy got from ONS use. Acquiring acknowledgment, making 

one’s picture, superficial point of interest, social collaboration and correspondence, in-
terfacing with loved ones, making new contacts, are the satisfactions gotten from ONS.  

• Information Control: Data management through interface features to take care of privacy. 
• Character Traits: Demeanour qualities fabricate users act in any case on ONS. Five qual-

ities, in particular, extroversion, appropriateness, narcissism, neuroticism, and uprightness, 
are referenced widely with the use varieties in (unwinding, killing time, interfacing with loved 
ones, standing image, social impact, social communication), information sharing, protection, 
and exposure.  

• Second thoughts/Anxiety: Regret once posting or sharing enthusiastic stuff and its 
outcomes in such a pressing way from the network.  

• Involvement/Enjoyment/Entertainment: ONS use for satisfaction, recreation, delight 
and unwinding. It conjointly remembers inclusion for terms of what extent users are 
inundated in ONS that they fail to remember their environmental factors.  

• Self-Restriction/Self Attentiveness: The degree and kind of {knowledge} revealed and 
uncovered by a user and utilization of security settings for one’s own accommodation. Self- 
comprehension as far as user’s information about the protection settings and strategies and 
the manner in which users acquire an understanding into elective user’s life through ONS. 
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• Poise: Misuse ONS during a controlled way and not snared in it (not wagering on it an 
over the top measure of to utilize it every day).  

• Confidence: Posting remarks on ONS increment with high confidence. Oftentimes 
cooperation for ahead acknowledgment and affirmation, assessment significant, valuable 
and expanding the feeling of certainty.  

• Self-divulgence/Self Projection: The degree and kind of information uncovered on ONS. 
User’s noteworthy is explained to their mindfulness and issues concerning security. 

• Self-viability: The degree of shared data that one controls and mindfulness about pro-
tection settings and highlights.  

• Self-Presentation/Identity Organization/Self Direction: Maintaining personalities, (for 
example, introducing oneself in a horny way, sharing appropriate data for keeping up 
impacts on others and lying to deal with or project ones’ character), standing image, 
sharing data, (for example, pictures) with the thought of anyway others get them.  

• Social strength: Shyness, reluctant to share related effect on revelation.  
• Social Relationship/Belonging: Feeling a basic a piece of the group of friends, having a 

place.  
• Social head: Maintaining available cooperation, more grounded ties (close loved ones), 

growing new relations and more fragile ties. Backing, trust, dependence, and information 
or information got from these connections.  

• Social Connection: Making companions, staying in contact with ongoing companions, 
growing new connections, and keeping up existing relations.  

• Social Influence/Social Fetter: Subjective standards, family or friend pressure that move 
or demotivate ONS use and structures a point (fortunate or unfortunate) toward ONS.  

• Accepted practices: Norms or rules in a single group of friends can bring about one’s 
investment and information sharing on ONS. Accepted practices affirm user conduct, love 
level of cooperation.  

• Social participation: Justifying being distant from everyone else, insight of fondness, 
and affectability of being regarded and respectable.  

• Observation/Social Survey: examination profiles of companions and obscure to 
acknowledge knowledge into their lives especially seeing someone. 

Figure 16.9 represents the user behaviors attributes with flow information from one attribute to 
another. 

16.6.3 BEHAVIOR RECOGNITION 

Social media user behavior leads investigation, which is a critical territory of examination that 
engages different attributes of users to be considered. They study on social behavior and estimate 
user assumption toward explicit things that encourage businesses and enterprises to look out for the 
target’s locales to zero in on. The assumption for client objective relies upon the joint efforts inside 
a site, which is huge for retargeting. Generally, e-business sites and commercial showcase net-
works screen user inquiries to fathom their points and practices. Besides, considering the interest 
and construction of pertinent documents available online to users on the friendship of the tem-
peramental development of documents on the internet actualizes the investigation and shows the 
network course behavior on behalf of online users. Network removal methods could get advan-
tageous for investigating and isolating important documents from online information; these are 
arranged according to network data mining, network usage, and structure mining [43]. Essentially, 
network records are removed for online information mining, users perusing exercises have ex-
amined by web-use mining, and the actual association organization of locales are dissected by web 
configuration mining. Web logging by control user webpages course in order, for instance IP 
address, user ID, date-time, strategy, position code and data range of the article; these are used by 
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network information-mining to anticipate abuser behavior. The register is an assortment for user 
trades to invigorate each moment the user gets to locales [44]. The network data are set up by the 
gathering to activities, for instance, records clean-up, user classification, time duration identifi-
cation, improved prototype hierarchy creation, prototype acknowledgment for recuperate to use 
illustration of every customer in the webpage subject to the behavior for the period of the ex-
amining, for instance, get on, visit locales, re-visitations and etc. Many delicate registering and 
information mining calculations have been proposed by experts to perceive accommodating ex-
amples in the user’s web profile. 

16.6.4 BEHAVIOR PREDICTION 

As referenced already, there are highlights that can’t straightforwardly be characterized as user 
behavior; notwithstanding, they impact of user behavior through regard ONS [45]. They charac-
terized these highlights and depiction for each classify is given prediction on user behavior.  

• Simplicity of use: Skill or exertion needed to work ONS & usability.  
• Gratifications: Sentiments of joy gained from using ONS. Stream insight while using 

ONS, in terms of gratifications, unwinding, gluttonous, delight, and diversion. 
• Character Traits: Individual characteristics that structure user direct on ONS and sep-

arate behavior from others activist or unfavorable demeanor for ONS that impacts its 
habit in terms of attitude, character qualities, colossal five sociability, reasonableness, 
self-importance, neuroticism, and unwavering quality.  

• Confidence: Frequent ONS venture for gaining affirmation and certification to fabricate 
confidence, human being in a social context present in ONS participations and activities 
to facilitate make vibes of value. 

FIGURE 16.9 Characteristics user behaviors.    
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• Social impact: Relatives, partners, companion sway to facilitate impacts ONS use. The 
users are ones gathering of companions that choose and influence ONS usage. This terms 
social effect, social shackle, relative’s pressure, and acknowledged practice.  

• Lament: Penalty of posting incorrectly substance on ONS. The ferm is regret/pressure/ 
anxiety.  

• Feeling: Expressing is one of them feelings on ONS successfully and straightforwardly.  
• Weariness: By means of or sharing on ONS to unwind or alleviate exhaustion and 

bluntness.  
• Poise: Ability to control ONS use and interest.  

• Simplicity of utilization decides the ability to work and utilize ONS. The ONS are not 
difficult to work with, and less exertion is needed to learn it. At that point, users will 
think about it as a persuasive factor for using it. Accordingly, convenience itself can’t 
be classified as a behavior; in any case, it impacts ONS use.  

• Gratifications and gluttonous are named as one element since the two of them manage 
assumptions of delight. Users who appreciate ONS and are mollified with it are more 
adept to utilize it later, which prompts more prominent interest.  

• The social impact, which incorporates family, companions, friends, culture, and accepted 
practices, additionally affect user behavior. Relations the huge others partaking vigor-
ously taking place ONS will be a persuasive and compelling make to utilize and take an 
interest taking place ONS.  

• Unhelpful occurrences related with ONS use will discourage users from dynamic 
cooperation, in this way impacting behavior and use in a unhelpful manner. These 
harmful episodes might be results of rearrangement an unseemly substance or brutal 
and abominable remarks. 

• Several individuals discover ONS more proper for venting their feelings than com-
municating them up close. This demeanour decidedly impacts their utilization and 
investment.  

• Several users discover ONS a valuable device for taking a break or to calm fatigue. 
This demeanour rouses them to utilize and take an interest on ONS at whatever point 
they want to destroy moment in point.  

• Self-regard is additionally a characteristic that affects user behavior. It is characterized 
as far as self-assessment and how high one respects oneself. Individuals having a low 
confidence expand their group of friends by speaking with individuals that they can’t 
associate in the disconnected world. They attempt to deal with their low regard by 
regular social communications on ONS and having a broad companion list. 

Starting history discussion, we can deduce that behavior can’t be assessed directly. To the user in 
light of everything, practices are performed on ONS choosing user behavior. Besides lead, there 
are various segments, together with character characteristics and discussed as of now, that sway 
user behavior and behaviour performed on ONS [45]. 

Heterogeneous networks such as H-MPLS copes with e.g. optical as electrical packet switching 
equipment. Larger packets than their electronic counterparts are used by optical networks (whether 
OPS or OBS based). 

16.7 TYPES OF ATTACKS 

The security issue and protection concern are the significant necessities of the extensive variety 
interpersonal social sites. Nonetheless, there are various dead-liest attacks suffers in any person-to- 
person social networking sites and protecting the anticipated users from these hostile assaults have 
been the troublesome task of various social agent and engineers. The crucial security assaults are 
assembled into three classes [30]. 
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Active Attacks: Appearance the new hubs normally & endeavouring to attach with the associated 
hubs and earn the permission to various hubs. 

Passive Attacks: This is absolutely mysterious and imperceptible. 
Security Breach: Find interface among nodes, edges and potentially distinguish the connection 

between them. 

There are various assaults possible in online social media organizations and offered the possible 
response for how to manage the assaults safely. 

Online Social Networking Infrastructure attacks: S-murf IP Attack, UDP Flood Attack, TCP 
SYN Deluge Attack.  

• Use anti-virus and anti-malware software.  
• Install fitting intrusion detection system. 

Malware Attacks: Spy-ware, Adware, crime-product, browser ruffians, down-loader, & toolbars.  

• Use of anti-virus.  
• Do not go for obscure connections, applications, companions, E-mail connections etc.  
• Disable cookies, sessions, ActiveX if unidentified or no counter-measures open. 

Phishing Attacks: Misleading phishing (E-mail, messages), search program phishing, malware 
base phishing, key loggers.  

• Examine the messages & E-mail with mindfulness.  
• Authenticate the wellspring of the information.  
• Be careful of promotions with offer. 

Pernicious identical twin attacks: Collective planning attack.  

• Be careful about having allies and sharing information.  
• Validate the user profile and propose the information.  
• Try to thoroughly understand the methodologies of having sidekicks in the individual-to- 

individual long-range interpersonal networking platforms. 

Uniqueness extensive scam attack:  

• Use complex passwords, avoid mystery key reuse.  
• Destroy your E-mail or records properly. 

Physical attack: Impersonation, harassment through messages.  

• Need an all-around characterized long range informal social networking strategy.  
• Background security and protection checks.  
• Properly utilize protection settings choices options. 

Cyber (Computer-generated) bullying:  

• Don’t perceive the messages that are proposed to damage.  
• Accumulate and collection the messages while confirmations.  
• Receive all threats authentically.  
• Don’t circulate pass on individual information to all users. 
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Figure 16.10 describe the types of attacks that are inter-related to each other in network, and we 
should be attenuative with our information before sharing over the network or internet. 

16.8 TYPES OF USER BEHAVIOR 

Alienated persons use the social media platform greatly. When various conditions were used to 
address a discouraging idea, we assembled critical terms and assigned them with identifiers that are 
more sensible to address the idea. These terms are the features used in examinations of user 
behavior. Identifiers are the imprints consigned by us to store up these terms. We moreover gave a 
minimal portrayal of all identifiers. A couple of identifiers is taken from the wording of social brain 
research, where suitable. The order of various user behaviors is given.  

• Social investigation: To investigate, search, and look at exercises of elective user on 
ONS. ONS is that the terms of surveillance, social examination, social surfing, 
perusing.  

• Social relationship: Relation with others like companions, family, and friends on ONS, 
creates and keep up new ties. Partner with the group of friends on ONS are considered a 
fundamental piece of it. Assets got from ONS bonds and associations. ONS is the plat-
form of social association, social correspondence, social association, social alliance and 
social capital, which are more grounded and more vulnerable ties.  

• Recurrence of utilization: Time spent on ONS and furthermore the degree of exercises 
performed on it. ONS is the terms of frequency of visits, recurrence of progress 
statuses. 

FIGURE 16.10 Types of attacks.    
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• Data Control: Managing data through access the board choices on ONS and predomi-
nant the degree of information unveiled on ONS. ONS is simply the terms of confi-
dentiality interface highlights, restriction, mindfulness, self-efficacy, self-revelation, and 
self-projection.  

• Self-compass reading: Creating ideal impacts on ONS for introducing the necessary 
picture of one-self. ONS is that the conditions of self-introduction, personality the board, 
self-direction.  

• Correspondence: Teaming up on ONS inside a similar recurrence as their ONS contacts 
or companions.  

• Social confidence: Uncertainty in contributively and partaking on ONS of boldness. 

16.9 RESULT AND DISCUSSION 

At present, arising innovation and patterns have brought about various frameworks and stages 
through which social elements collaborate and speak with each other, for example, email, text 
messaging, telephone/mobile organizations, and above all OSNs like Facebook, Instagram, 
Twitter, and YouTube. These frameworks empower their users to connect and share thoughts, data, 
and interests through different assortments of connections they maintain. Also, OSNs permit users 
to publish their own data, extra sight and sound substance, and connect to different users whom 
they identify with. The correspondence and collaboration administrations gave by these frame-
works empower to uncover the basic social networks of their users, and consequently, they speak 
to a novel occasion to survey and get them. 

Top-to-bottom analysis of social networks structure and development can bring about a vastly 
improved plan of future interpersonal organization-based frameworks. Online social networks 
offer numerous helpful properties that reflect certifiable social networks attributes, which 
incorporate little world behavior, huge neighborhood bunching, and presence of colossal em-
phatically associated segment and arrangement of very close gatherings or networks. The wide 
prominence of OSNs and their basic access have become the abuse of their administrations. 
Other than the trouble of safeguarding user security, OSNs face the test of adapting to 
bother some users and their noxious exercises inside the social networks. The first normal kind 
of pernicious movement recognized in OSNs is spamming which includes noxious users 
(spammers) to communicate immaterial data inside the sort of messages, IMs, remarks, text 
messages and presents on as sizable measure of genuine users as could be expected under the 
circumstances. 

Spamming is done generally with a point of advancing items, viral advertising, spreading 
crazes. The authentic users of an OSN diminish their trust once they are spammed. Long-range 
interpersonal communication alludes to gathering of individuals and associations together by 
means of some medium, in order to share contemplations, interests, and exercises. There are a few 
online informal organizations whose administrations are accessible. like Facebook, Twitter, 
LinkedIn, Google+ and so on. They give easy-to-use and intuitive interface to append individuals 
within the nation and at distant location too. There additionally are a few portable based long-range 
informal communication benefits of applications like WhatsApp and so on. 

Facebook is the most well-known social sites on the world. With billions of users across the 
world, following and examining social exercises on this platform is fundamental. Here we 
convey an example online media report for your Facebook page and another for Facebook post 
administration. 

In Figure 16.11, the explanation of the social media report or the usages of social media by the 
users are described with the relevant data. In this figure, the bifurcation of the engagement of the 
users in Facebook, Twitter, Instagram, YouTube, and LinkedIn is also visualized with relevant 
data. Number of clicks on various social media network and all are inter-related to each and form a 
huge heterogeneous network. 
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16.10 CONCLUSION 

This study concludes the heterogenous network where user activity is associated with various 
social media platforms such as Facebook, Instagram, etc. The user’s analysis is being monitored in 
various aspects, such as security, which is one of the main factors. There are various factors in 
security to restrict the content and user. It can be protected by blocking or marking it as abused to 
that account, which shows unrelatable content. In social media, content is vague, but the content is 
shown to the user based on the user’s previous activities. Information can be pictures, feeds, and 
most trending reels (a short video). Security and privacy measures are taken to protect the user’s 
information by activating the two-point authentication, login notification, etc. from unsuspicious 
breach activity such as flooding, sybil, phishing, hacking, snitching as well as wormhole attacks. 
Lastly, this could lead to an improvement of the online commercial social media community. 
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17.1 INTRODUCTION 

Wearable technology refers to the systems worn by persons for any particular application. These devices 
are equipped with some desired properties [1–9]. The capabilities for sensing parameters, computational 
ability, and response techniques decide the cost, demand, and utilization of these wearable technology 
systems. Some examples of these wearable devices are shown in Figure 17.1 below. 

Despite the fact that many of us are awestruck by the most recent development in wearable 
technology, the idea of wearable “devices” has actually been around for millennia. Here is a brief 
chronology of wearable technology’s development [10,12–21]: 

History of Wearable Technology  

• Peter Henlein, a clockmaker from Germany, invented the “Pomander” in the 1500s, the 
first “smartwatch.”  

• Chinese inventors created the first working abacus ring in 1644.  
• Dr. Julius Neubronner invented the “pigeon-cam,” which was attached to pigeons, in 

1908. It had a pneumatic system to regulate the amount of time before a picture was shot.  
• The “Stereophonic Television Head-Mounted Display” was created and patented by 

cinematographer Morton Heilig in 1960. He holds the title of “Father of virtual reality.”  
• Year 1964 saw the creation of the first shoe-sized wearable computer by Edward Thorp.  
• In 1975, Pulsar introduced the first “wristwatch calculator.”  
• Sony introduced the Walkman in 1979, the first portable cassette tape player. 
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• In 1998, Steve Mann created a GNU/Linux Wristwatch Videophone prototype that was 
fully functional.  

• The mBracelet was created by Studio 5050 in 1999. It might be used as a fashion piece 
and could computerize financial transactions with ATMs.  

• The Levi ICD + jacket, which “had a changeable wiring harness linking a range of portable 
electronic devices carried by young professional individuals,” was first introduced in 2000.  

• Nokia unveiled the Bluetooth headset in the year 2002.  
• In 2006, Nike and Apple collaborated to develop the Nike+iPod Sport Kit, which includes 

a smart shoe, a clip-on receiver, and iPod Nano software.  
• Later, 2008 saw the release of the Fitbit Classic Wristband, an activity and sleep tracker.  
• Google Glass, an optical head-mounted screen display that resembles a pair of spectacles, 

was introduced in 2012.  
• Tommy Hilfiger debuted solar-powered coats in 2014. 

Later, heavy prototypes of this particular technology evolved into more compact, lightweight, and 
transportable final products. It is clear that the development of wearable technology was driven by 
the need to offer users the portability and, ultimately, hands-free access to computers and other 
electronic devices. 

This chapter discusses some fundamental terms related to this technology that builds the ground 
of awareness for the study. This discussion is followed by major qualities desired in a good 
wearable device. Further, the categorisation of wearable technology devices can be done on dif-
ferent grounds. This chapter also covers the classification of wearable devices on different grounds. 
Furthermore, future applications of wearable devices are discussed in brief. For future work 
attention, some selected key areas are focussed upon, such as accuracy, storage and performance, 
and possible solution for these issues has been also suggested. 

This chapter is organised in a total of seven sections. Section 17.1 gives a brief introduction of 
wearable technology to build the basic awareness about the area of discussion, followed by section 
17.2, about the basic concept of the technology in brief. After that, section 17.3 gives the clas-
sification of wearable devices, and future applications domains are discussed in section 17.4. 
Further, advantages and disadvantages of wearable technology devices are discussed in section 
17.5. After that, proposed approaches are presented for key issues of wearable technology in 
section 17.6, and the chapter is finally concluded in section 17.6. 

17.2 FUNDAMENTAL CONCEPT OF WEARABLE TECHNOLOGY 

Wearable technology or devices are systems worn by users with a particular aim [11,22–30]. These 
devices are considered to be equipped with efficient hardware and software parts that coordinate 
walk-in Singh to provide almost real-time processing and desired form of results in the targeted or 

FIGURE 17.1 Examples of Wearable Technology Devices. (a): Abacus Ring: An Early Wearable Computing 
Device [ 10]. (b): Google Glass and its Applications [ 10]. (c): Smart Watches. (d): Smart Textile [ 11]. 
(e): Cochlear Implant. (f): Tattoo Sensor as Needleless Glucose Monitor for Diabetes Patients. (g): Smart 
Helmets. (h): Gesture Control Smart Gloves. (i): Smart Shirt. (j): Smart Shoes. 

Sources:  https://electricalfundablog.com/wearable-computing-devices-technology/;  https:// 
electricalfundablog.com/wearable-computing-devices-technology/;  https://xd.adobe.com/ideas/principles/ 
app-design/designing-for-wearables-11-things-to-keep-in-mind/;  https://onlinelibrary.wiley.com/doi/ 
10.1002/adma.201504403;  https://commons.wikimedia.org/wiki/File:Cochlear-implant-external-part.jpg;   
https://jacobsschool.ucsd.edu/news/release/2529;  https://www.yankodesign.com/2019/03/04/;  https://www. 
analyticsinsight.net/things-about-gesture-control-devices-you-should-not-miss/;  https://nazoharoon. 
wordpress.com/2017/12/27/georgia-tech-wearable-motherboard-gtwm-smart-shirt/;  https://svv-research- 
data.s3.ap-south-1.amazonaws.com/paper_161001_1600529865.pdf    
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defined issue. This sections details about some key terms related to wearable technology and 
fundamental properties of wearable devices. 

17.2.1 KEY TERMS USED IN WEARABLE TECHNOLOGY 

Some key terminologies used in wearable technology are discussed as follows: 

17.2.1.1 User 
Any human (or living organisms) or machine that is communicating and interacting wearable 
devices for the purpose of receiving the signals and also providing required actions. 

17.2.1.2 Wearer 
Any human (or living organism) on which the device is attached. The location of device on the 
surface depends on the type of the device, as well as application area. Wearables (i.e. wearable 
devices) basically observe and sends the defined parameter of the wearer. 

17.2.1.3 Wearable Devices 
These are systems, worn by the wearer, having capabilities of sensing, storing, and communi-
cating. Moreover, these devices may or may not have the ability to control, process, and display 
remote applications. 

17.2.1.4 Processing Module 
These systems may or may not reside inside the wearables. These devices process the sensed 
parameters by the wearables and produce computed results. Now, according to these results 
communicated to wearable devices, the display or actions can be generated accordingly. 

Figure 17.2 clearly shows the interaction between these entities of wearable technology 
systems. 

17.2.2 FUNDAMENTAL PROPERTIES OF WEARABLE TECHNOLOGY DEVICES 

Furthermore, wearable technology must have some properties to make it ‘in demand’. These 
properties are shown in Figure 17.3 in short and discussed as follows in detail. 

FIGURE 17.2 Interaction among fundamental entities of 
wearable technology systems.     
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17.2.2.1 Longer Work Duration 
Good wearable devices are required to work on low power, so that once charged, this may work for 
longer. Moreover, as these devices are expected to be working 24 × 7, power-saving efficiency is 
required, which necessitates instant waking up and background processing. 

17.2.2.2 Comfortable 
Wearable devices must be hands-free and comfortable to wear. Their actions or working should 
involve minimal interaction by the wearer or user. Moreover, these devices must not interfere with 
the movement of any part of the body. 

17.2.2.3 Less Distraction 
The design, colour, material, and sound, etc., of wearable devices must be such that it doesn’t grab 
the attention of anybody during the operation or in idle condition. So, not only appearance, but 
events of communication must also be less disturbing to the environment. 

17.2.2.4 Good Performance 
The wearable technology devices must be able to accurately sense and observe the required 
parameter, process, and provide optimum result for action very fast. The speed of response and 
accuracy of these wearable devices are among the key areas of research. 

17.2.2.5 Good Connectivity 
These devices are required to be connected to some other systems for advanced calculations for 
reactions. The network supported by wearable devices decides the speed, range, and security, etc., 
of the application. So, depending upon the severity or criticality of the usage, the connectivity 
standard is decided. 

Apart from these major five properties, there are some other parameters also that may be 
considered, such as cost, development platform, etc. 

17.3 CLASSIFICATION OF WEARABLE TECHNOLOGY DEVICES 

Although the demand and application of wearables have increased tremendously over the past few 
years, due to the pandemic, this technology has already been in use since the 15th century [31–39]. 

FIGURE 17.3 Properties of wearable technology.    
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To classify wearable devices, we may follow different approaches. Here, in this section, the 
classification is performed first on the location of installation and then on the application area of 
the wearables. These classifications are discussed as follows: 

17.3.1 CLASSIFICATION ACCORDING TO THE LOCATION OF INSTALLATION 

As shown in Figure 17.4 below, according to the place of installation, wearables may be categorized 
in four categories, namely body implantable, skin patchable, textile integrated, and accessory type 
devices. 

17.3.1.1 Body-Implantable Wearable Devices 
These devices are implanted temporarily on the body parts of the wearer, such as on the ear, hair, 
eyes, etc. Basically, these devices are lightweight, so that it is comfortable to wear them. Moreover, 
self-sustainability and safety to the human body are additional features required in this category. 
Some examples of these devices are cochlear implants, neuro prosthetics, and insulin implants, etc. 

17.3.1.2 Skin Patchable Wearable Devices 
As skin covers almost the full body of the living organisms, these types of wearables provide a 
large scope of sensory area. Moreover, apart from sensing cardiovascular and neuro-muscular 
events, these devices may also perform analysis and observation of skin secretions. Smart-skins 
and smart-tattoo-based wearables fall into this category, along with healing chips and cyber 
pills. Characteristics of these devices includes being ultra-thin, stretchable, and comfortable to 
skin, etc. 

17.3.1.3 Textile-Integrated Wearable Devices 
Earlier textiles and clothes were assumed to be required for covering the body, providing pro-
tection from environmental parameters and serving as art, but now, with the integration of 
wearables, the approach has been diverted to some extent. Now, e-textiles containing wearables 
have the ability to sense and respond to body parameters according to the application. Properties of 
these smart fabrics are flexibility and integration of various electronic systems, etc. 

FIGURE 17.4 Wearables according to the location of installation.    
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17.3.1.4 Accessory Type Wearable Devices 
These wearables are worn on the wearer’s body as an accessory that can perform a set of 
observation and provide the results. These devices are low power consuming and comfortable to 
the wearer’s body. Nowadays, these devices are very high in demand and usage due to the 
affordable prices, comfort, and application domain. Some examples of these devices are smart 
watches, fitness bands, smart jewellery, and smart glasses, etc. 

17.3.2 CLASSIFICATION ACCORDING TO THE APPLICATION 

Nowadays, wearables are utilized to improve almost all domains of life. Basically, according to the 
target domain, we may classify these devices in five major categories, as shown in Figure 17.5 below. 

17.3.2.1 Wearable Devices for Healthcare 
In this area, generally, devices are used to diagnose and monitor body parameters of the wearer. 
Moreover, treatment procedures, such as medication and any other operative function, may also be 
included in this category. As this category of devices concerns health issues, so precision and 
accuracy are the key requirements in the observation, communication, and action of the wearables. 
Some examples of these devices are wearable ECG monitors, wearable blood pressure monitors, 
and wearable biosensors, etc. 

17.3.2.2 Wearable Devices for Sports and Fitness 
The training as well as practice or performance of individuals in any kind of sports, fitness, or well- 
being activity can be assisted and improved with the use of wearables. Several types of wearable 
fitness watches, glasses, helmets, and fabrics fall under this category. These devices measure and 
observe life parameters during the session, and accordingly, further actions may be taken to 
improve the overall performance of the sportsperson or the trainer. These variables provide better 
monitoring of life parameters with great convenience and no obstructions in the activities. 

17.3.2.3 Wearable Devices in Workplace 
There are some workplaces where safety and security of individuals are required to be mon-
itored and assured using wearable devices, such as the case of firefighters, paramedics, police, 

FIGURE 17.5 Classification of wearables based on application.    
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astronauts, etc. These personnel’s safety parameters can be observed and used accordingly to 
avoid any type of loss. Moreover, employee safety and security can be assured at other places 
with these wearables. E-textiles and health-monitoring wearables are generally used for this 
category of applications. 

17.3.2.4 Wearable Devices for Fashion 
Wearables have also interfered in the fashion industry in terms of choices and usage. Now, we may 
think of clothes with real-time colour variation according to the emotion of the wearer. Further, 
this colour change may also be associated with the help parameter of the wearer. Basically, 
wearables in fabrics have electro sensors that are used to sense, monitor, and control (up to some 
extent) the body functions, parameters, and environment factors etc. One of the examples of this 
category is Firefly dress, which displays light with the movement of wearer. 

17.3.2.5 Consumer Electronics 
This category of wearables is basically applied in entertainment, communication, and work-related 
tasks. Smart watches, smart glasses, cameras, and headphones, etc., fall under this category. 
Usually, these wearables provide entertainment facilities like music, photo, video, etc., commu-
nication facilities like sending and receiving calls and texts and other work-related utilities. 

So, here we have categorized wearables according to two approaches only, although there can 
be various other approaches to perform the classification. 

17.4 FUTURE APPLICATIONS OF WEARABLE TECHNOLOGY DEVICES 

Currently, major focus of electronic manufacturing and design entities are toward efficient 
wearable devices, due to the high demand in almost all significant domains of life [40–50]. The 
range of wearables available in the market is basically motivating research and designers to work 
on enhanced features and application integration with high optimization of parameters. This 
optimization of parameters makes wearable devices approachable, affordable, and applicable in 
major sections of interest. As shown in Figure 17.6 below, some application areas of these devices 
are discussed as follows: 

FIGURE 17.6 Future applications of wearable technology devices.    
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17.4.1 SAFETY AND SECURITY 

In this application domain, wearable devices are required to have a good quality of sensors. The 
sensors will sense any malicious activity in the surrounding and communicate to the respective 
wearer or user regarding probable traffic issue, attack, or health issue, etc. 

In the traffic scenario, wearable smart glasses can inform about the disturbance in either driver’s 
physical condition or any obstruction on road traffic so that concerned users or authorities may take 
action to avoid any harm. Further, at the entrance of any building, institution, or section where 
security checks are required, wearable devices equipped personnel may speed up the process of 
entry with greater accuracy. 

Furthermore, wearable devices with biosensors senses health parameters of wearer and generate 
required display or communicate to avoid any adverse event. 

17.4.2 PROFESSIONAL UPGRADATION 

Wearable technology can be very actively and efficiently utilized for professional activities up-
gradation. Like, communication and recording of any idea in wearer’s mind or talk will be done in 
the quick span of time. Moreover, scheduling of meetings among persons at different locations and 
movement may be possible in a convenient manner with the help of wearable devices. 

Furthermore, during discussion, wearables may sense, observe, analyse, and finally produce a 
cumulative report or agenda for the particular issue based on the verbal and nonverbal inputs from 
the participants. Moreover, wearable devices may also be included to improve the virtual assist-
ance process for efficient planning, collection, and monitoring, etc. 

17.4.3 TRAVEL AND EXPLORATION 

Augmented and virtual reality-enabled wearables are also applied in this area, apart from gaming 
and entertainment. With the help of these wearables, visitors may virtually see and feel any 
location, city, mountains, etc., without actually visiting there. People also can see the hotel rooms, 
restaurants, or foods also from remote locations. 

This application of wearable devices actually helps pre-plan the schedule of vacations. Wearables 
also assist to send and receive calls, take pictures, schedule time slots for different activities during 
leisure time, and so on. 

17.4.4 PEOPLE WITH IMPAIRMENTS 

Wearable devices found a white scope in this area. People who are enabled with these wearables can 
overcome their limitation of activities with promising technology. For example, any blind person 
wearing smart glasses can be sent the environment and people or things nearby to them. This 
awareness will increase their comfort level as well as safety and security during movement. 
Moreover, they can actively participate in major activities in the surroundings. People with hearing 
loss may improve their understanding of the world with the help of smart hearing aids. Moreover, 
their understanding, response, safety, and security also improves with the involvement of wearables 
as these machines basically enable these people to hear or understand outside sound up to some extent 
of clarity. Also, for people who are not able to move, their mind-waves or thoughts can be sensed, 
analysed, and understandable results are generated utilizing efficient wearable devices. 

17.4.5 PRODUCTION AND SALES 

In the process of production, workers equipped with smart wearable devices may work quickly 
with ease as these devices may assist workers in locating goods, process upgrading, information or 
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suitability of the type or structure of materials etc. Moreover, worker’s health and intelligence can 
also be monitored continuously or at intervals. The application of wearable devices improves the 
overall production of the organisation. 

Moreover, during the process of sales, people can know or experience the product without 
touching it, such as clothes, accessories, footwears, glasses, etc. This ease of trial lets buyers make 
decisions comfortably as they can feel the appearance of self in that product without actually 
wearing it. Smart glasses or helmets are among the wearables that can be widely used to improve 
the sales of the product. 

17.4.6 ARMED FORCES 

Army personnel are required to work very hard, starting from the time of training until actual 
performance on the field. Wearable technology devices can be utilized to assist these people for 
their health-related issues, as well as safety and security parameters. Wearables, like watches, 
patches, or chips, etc., can be used to measure the physical and biological parameters of the 
person to calculate the level of fitness at the moment. Moreover, in the field, the current location, 
any injury, or any message can be communicated to the concerned with ease. Here, skin patches, 
chips, watches, smart glasses, and smart helmets with enable technology can be used for better 
results. 

17.4.7 SPACE EXPLORATION 

Astronaut or space personnel are required to be safe during their mission. Wearable technology 
devices monitor the health, emotion, or thoughts of these persons in space. After communicating 
the current situation of parameter, these devices also provide the required reactions through dis-
plays, commands, or actions. 

Although we have discussed only seven future application domains of wearable technology in 
this chapter, the list is endless. 

17.5 ADVANTAGES AND DISADVANTAGES OF WEARABLE TECHNOLOGY 
DEVICES 

Wearable technology has become an inseparable part of individuals in leading a comfortable, 
safe, and progressive life. With the integration of various established, as well as disruptive 
technology in this domain, the wearable technology has attracted attention by wearers and re-
searchers in last few decades. As each technology has its own pros and cons related to working 
and application, wearable technology devices also possess some of these issues [51–58]. 
Moreover, research and development works are already going on to reduce limitations of these 
devices in the future. Following subsections discuss some advantage and disadvantages of 
wearable technology, in short: 

17.5.1 ADVANTAGES OF WEARABLE TECHNOLOGY DEVICES 

Figure 17.7 shows some of the advantages of wearable technology devices. These advantages are 
discussed as follows: 

17.5.1.1 Increased Productivity 
With proper application wearable technology, wearers are able to efficiently solve some selective 
problems more quickly. This assistance provided by wearable devices actually increase the pro-
ductivity of employees. 
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17.5.1.2 Increased Job Satisfaction 
As discussed in the previous point, wearable devices help individuals to improve their efficiency 
and productivity; this in turn increases the level of job satisfaction at the same time. 

17.5.1.3 Tracking Location 
Many wearable technology devices are enabled with the facility of tracking the location with GPS. 
Moreover, connectivity to a network is also required to find any targeted location by the wearer. 

17.5.1.4 View Text Messages 
With the help of wearable technology devices, wearers need not to reach to their phone or laptop to 
send and receive messages. These devices provide the facility to view text messages more quickly. 

17.5.1.5 Hands Free and Portable 
Most of the wearable technology devices have the ability of working in hands-free and portable 
mode. This facility eliminates the need of the wearers to take devices out of their pocket. 

17.5.1.6 Monitor Fitness Levels 
This is one of the main advantages and most demanded features in wearable technology devices 
today. With the inclusion of required components, wearable devices very easily and efficiently 
provide the facility of regularly monitoring an individual’s fitness levels. 

17.5.2 DISADVANTAGES OF WEARABLE TECHNOLOGY DEVICES 

Figure 17.8, shows some of the disadvantages of wearable technology devices. These dis-
advantages are discussed as follows: 

17.5.2.1 Short Battery Life 
Depending upon the type of technology used and application of the wearable devices, power 
requirements vary. Generally, these devices have a fairly short battery life. 

17.5.2.2 Repeated Removal and Charging Process 
Wearables are required to be removed from the wearer’s body occasionally for different reasons, 
such as cleaning, battery charging, or sync processing, etc. 

FIGURE 17.7 Advantages of Wearable technology devices.    
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17.5.2.3 Approximate Measurement of Data 
Sometimes wearables may produce approximate value of intended measured data due to en-
vironment factors or internal component limitations. This may lead to erroneous results and actions 
in critical applications. 

17.5.2.4 No Universal Device Design 
Generally, wearable devices must be connected to other complex devices for required advance 
display, calculation, or actions. So, wearable devices are lacking in universal device design in 
which all processing and response-generating modules are included. 

17.5.2.5 Security Issues 
As wearable devices are connected to the internet most of the time, it leads to the increase in 
vulnerability of the system. The information attached to these devices are prone attacks. 

17.5.2.6 Application Limitation 
As wearable devices are compact in size and design, their application domains are very limited. Their 
technology and components are the deciding factors for the usefulness of the wearable devices. 

17.5.2.7 Distraction Issue 
Many times, wearables generate sound for notifications or the screen illuminates. These events 
seek the attention of the wearer as well as the surrounding. These disturbances, caused by the 
devices due to appearance or notifications, hamper the level of concentration while doing any task. 

17.6 PROPOSED SOLUTION FOR SELECTED ISSUES IN WEARABLE 
TECHNOLOGY 

As discussed in earlier sections, there are some limitations of wearable technology. Here, in this 
section, we proposed possible approaches for some selected issues of wearables, such as 
analysis, storage, and security of data involved for efficient performance. These proposals are as 
follows: 

FIGURE 17.8 Disadvantages of wearable technology devices.    
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17.6.1 PROPOSAL 1 (ANALYSIS) 

For continuous monitoring of the human activities, wearable devices include different types of 
signals, such as bimetric temperature optical sensor and so on. However, the reading of some of 
these sensors are not as accurate as stationary devices. Today, these devices are considered a big 
source of data. From the data, it is possible to extract features, and further machine-learning 
algorithms can be applied to detect and learn useful patterns. It is also possible to perform analysis 
on data, which is generated by wearable devices. 

In future proposed work, we may consider the healthcare data and apply machine-learning 
algorithms to measure the accuracy of data. As shown in Figure 17.9, steps to create this machine- 
learning model contain downloading of datasets, performing data-cleaning steps, finding useful 
features, and then applying various machine-learning algorithms to measure and analyze the 
beneficial patterns of the data. 

17.6.2 PROPOSAL 2 (STORAGE) 

Today, huge amount of data is being generated by wearable devices. As shown in Figure 17.10, saving all 
the data in the fog node is not a wise idea as it consumes much energy and produces high latency values. 

Therefore, in future it is possible to work with fog node to cache only popular or important 
content. Moreover, there is is requirement to select appropriate fog node as a cache node having 
good storage capacity, where is important content can be placed, as shown in Figure 17.11. 

17.6.3 PROPOSAL 3 (SECURITY) 

In today’s scenario, wearable devices are collecting huge amounts of personal data. But due to 
the security vulnerability, authentication and privacy issues, wearable devices are one of the 
noticeable areas for attacks. However, in the future, it is possible to use blockchain technology with 
wearable devices because, with the help of integration of blockchain concept in wearables, there will 
be improvement in the security of transmission. This integration of blockchain technology enables 
users to access and utilize secure data with improved confidence. In future, using blockchain, it is 
possible to secure health data transmission, which is generated by wearable devices. Figure 17.12 
demonstrates the use of blockchain while sharing health-related data. 

FIGURE 17.9 Proposed algorithm for efficient wearables.    

FIGURE 17.10 Storage concept in wearable technology.    
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FIGURE 17.11 Proposed approach for storage in wear-
able technology.     

FIGURE 17.12 Proposed approach for blockchain integration for enhanced security.    
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17.7 CONCLUSION 

Wearable technology has actually upgraded the level of comfort in our life. It has reduced the 
stress level by better connectivity, efficiency, security, performance, and optimization. Although 
wearable technology came into existence in the 15th century, its application has experienced a 
boom in the 21st century because of the pandemic. Here, in this chapter, some fundamental 
concepts of this technology have been discussed, such as history, key terms, and properties of 
wearable technology. After that, classification of wearables has been presented in two domains, 
categorization based on location of installation and then based on application areas. After that, 
future applications of wearable technology, along with advantages and disadvantages of wearable 
devices, are discussed in detail. This chapter basically provides a brief discussion about the 
awareness of wearable technology and its prospect future. Furthermore, it can be observed that this 
technology is having very wide utilization and integration in almost all domains of concerned with 
the rise of technology. Here, few approaches are proposed for some selected key issues of wearable 
technology which opens the doors of future work domains. 
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18.1 INTRODUCTION 

Classification essentially takes a given set of data points and predicts which class the item belongs to. 
These classes are often referred to as targets or labels or even categories. The simplest example of 
classification is spam detection in electronic mail. It’s an example of a binary classification where there 
are only two targets, namely, spam and not spam. The classifier understands how the given input 
variables are related to a particular class with the help of training data. Training the classifier is done by 
using the datasets that are already labelled and tested with a sample that is not seen by the machine 
(Jason Brownlee, 2020a, 2020b, 2020c). The machine-learning concepts of artificial intelligence were 
recently established in medical diagnosis. One such diagnosis investigated in this chapter is classifi-
cation of arrhythmia. The source of data for this investigation is the MIT-BIH dataset acquired from 
Kaggle, consisting of ECG signals of 45 patients among which 19 were female of the age group 23–89 
and 26 were male of the age group of 32–89. Initially, the ECG signals contained 17 classes out of 
which 15 classes were different types of vascular diseases. Pacemaker rhythm and normal sinus rhythm 
were among the remaining classes. These 17 classes were broadly classified into five classes, namely, 
supraventricular ectopic beats, non-ectopic beats, fusion beats, ventricular ectopic beats, and unknown 
beats. 360 Hertz was the frequency at which the ECG signals were recorded. Data was available in 
‘.csv’ format in Kaggle and was already pre-processed (Alfaras Miquel et al., 2019; Elgendi M, 2016). 

The PTB-DB dataset consists of 549 ECG signal records from a total of 290 subjects whose age 
range was from 17 to 87. It consists of 209 men and 81 women whose mean age was 57.2 and 55.5, 
respectively. There are nine different classes: myocardial infarction, cardiomyopathy, myocarditis, 
miscellaneous, healthy controls, dysrhythmia, bundle-branch block, valvular heart disease, and 
myocardial hypertrophy. All these classes were broadly classified into two final classes, namely, 
normal and abnormal beats. Data was collected from Kaggle in ‘.csv’ format, and pre-processing 
was already performed (Moody, 2001). 

18.1.1 TYPES OF ARRHYTHMIAS 

Arrhythmias can be broadly classified into four types: tachycardia, bradycardia, supraventricular, and 
ventricular arrhythmias. Tachycardia is when the heart rate is more than 100 beats per minute. When the 
heart rate is less than 60 beats per minute, it is called bradycardia, where the heart cannot pump enough 
blood to our body. Tachycardia in the atria is called supraventricular tachycardia. Tachycardia in the 
ventricles with rapid and regular contractions is called ventricular arrhythmia. The body does not receive 
enough blood because the ventricles contract before filling with blood completely. Depending on the 
type of arrhythmia, there are different treatments, such as lifestyles changes like exercising and quitting 
smoking, heart-related medications, or even machinea such as a defibrillator or a pacemaker that helps 
that heart to maintain a normal rhythm (Maciejewski M, 2017; Padmavathi 2015; Weimann, 2021). 

18.1.1.1 ECG (Electrocardiogram) and the Different Types of Arrhythmic Heartbeats 
A heartbeat is a result of the heart’s electrical system. Each and every beat of the heart can be 
visualised with the help of ECG, which is a medical device that is used to monitor the heart’s 
electrical activities. By analysing the pattern of electrical signals of each and every heartbeat, it is 
possible to detect heart abnormalities. The different types of heartbeats included in this project are 
supraventricular ectopic beats, ventricular ectopic beats, non-ectopic beats, fusion beats, and 
unknown beats. The type of heartbeats investigated in this study are shown in Table 18.1. 

18.2 IMPLEMENTATION 

The initial study started with the MIT-BIH arrhythmia dataset, which contained ECG signal wa-
veforms in the form of a matrix. This dataset was used to classify different types of heartbeats in 
arrhythmia. And the PTB-DB dataset was used to make a general analysis on the different types of 
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heartbeats. Both the datasets are originally available in Physionet. Additionally, both the datasets 
were pre-processed. 

Once the datasets were obtained, a visual and descriptive analysis was performed on both of 
them. Later, a machine-learning classification model was built to assess the heart rhythm. KNN, 
SVM, and Random Forest were the models used in this project. All the models were evaluated 
based on different evaluation metrics, such as precision, recall, sensitivity, specificity, and f1 
measure. Ada boosters and XGBoost were added with Random Forest Classifier to see if there 
would be any increase in the model’s accuracy. 

Neural network models, homogenous ANN and CNN, were also implemented. Few neural net-
work assembling models like model capacity, stack ensemble, and ANN averaging were im-
plemented to obtain the higher accuracy and to overcome over fitting and under fitting of the model. 

All of these models were implemented on both MIT-BIH arrhythmia and PTB-DB datasets, 
both individually and combined. Model averaging one of the neural ensemble reduces variance in a 
final neural network model. The problem contains both multiclass classification and binary class 
problems, so softmax and sigmoid activation functions were used, respectively, in the output layer 
and categorical cross-entropy loss function to optimize the model and the efficient Adam flavour of 
stochastic gradient descent. 

Model capacity was an MLP model with a single hidden layer that uses rectified linear acti-
vation function and the random weight initialization method. The output layer will use the softmax 
activation (multiclass) function to predict a probability for each target class. The number of nodes 
in the hidden layer will be provided via an argument called n nodes. The model will be optimized 
using stochastic gradient descent with a modest learning rate of 0.01 with a high momentum of 
0.9, and a categorical cross-entropy loss function will be used, suitable for multiclass classification 
and binary cross entropy for binary class classification. Figure 18.1 shows the learning curve for 
five nodes with respect to loss. Similarly, Figure 18.2 shows the model’s learning curve. 

Stack ensemble is another neural ensemble model. The problem is a multiclass classification 
problem, and the model is fitted using a softmax activation function on the output layer. The model 
will expect samples with two input variables. The model then has a single hidden layer with 
25 nodes and a rectified linear activation function, then an output layer with three nodes to predict 
the probability of each of the three classes and a softmax activation function. Because the problem 
is multiclass, categorical cross-entropy loss function is used to optimize the model and the efficient 
Adam flavour of stochastic gradient descent. The accuracy and other different evaluation metrics 
for all the models are shown in Table 18.2. 

FIGURE 18.1 Modal capacity of MIT-BIH dataset with 5 number of epochs.    
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The accuracy and loss curve have been plotted for MIT-BIH and PTB-DB combined dataset. 
These curves can be very helpful as they determine the behaviour of any machine-learning model. 
The accuracy and loss curves for PTB-DB dataset has been shown below. 

In the Figures 18.3 and 18.4, both validation and training accuracies are increasing, which 
means that the still capable of learning by increasing the number of epochs. The training loss is 
decreasing. Hence, it can be inferred that it has a good learning rate, and the gap between the 
training and validation loss is small, which makes our model a good one. 

In the Figures 18.5 and 18.6, since the validation accuracy is below training accuracy, the model 
is slightly over-fitted as it is not that significant. Training loss shows improvement in learning, but 
there is a large gap between the validation loss and accuracy loss because of a class imbalance 
issue. Hence, noise was added to the ECG signals to get high accuracy. 

In Figure 18.7 and Figure 18.8, both training and validation loss are a flat line. This indicates 
that our model is underfit and has the capability to learn more. Since the gap between the validation 
and training loss is very high, training dataset does not provide sufficient data to learn the problem. 

Since the training accuracy is higher than validation accuracy, the model is over fitted. 

TABLE 18.2 
Accuracy of All the Models      

Models MIT-BIH PTB-DB MIT-BIH AND PTB-DB 
COMBINED  

KNN  84.39%  91.14%  84.31% 

SVM  83.98%  82.71%  90.63% 

RANDOM FOREST  90.81%  95.95%  95.27% 

VOTING CLASSIFIER  90.64%  93.84%  90.87% 

ADA BOOST  58.57%  87.32%  47.15% 

XG BOOST  93.54%  99.32%  99.42% 

ANN  84.81%  94.78%  84.28% 

CNN  98.78%  98.96%  99.04% 

MODEL AVERAGING  76.8%  76.7%  76.9% 

STACK ENSEMBLING Train accuracy: 81.0% 
Test accuracy: 80.8%. 

Train accuracy: 83.0%  
Test accuracy: 81.4% 

Train accuracy: 86.0% 
Test accuracy: 81.5%    

FIGURE 18.2 Modal capacity for the dataset MIT-BIH dataset with 10 number of epochs.    
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FIGURE 18.4 Accuracy and validation accuracy graph for PTBDB dataset.    

FIGURE 18.5 Accuracy and validation accuracy graph for MIT-BIH dataset.    

FIGURE 18.3 Accuracy and validation loss graph for PTBDB dataset.    
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FIGURE 18.7 Accuracy and validation accuracy for MIT-BIH + PTBDB dataset.    

FIGURE 18.8 Loss and validation loss for MIT-BIH + PTBDB dataset.    

FIGURE 18.6 Accuracy and validation loss graph for MIT-BIH dataset.    
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18.3 VISUALIZATION AND DEPLOYING 

After building the machine-learning and deep-learning models, Streamlit has been used to integrate the 
model, as a result creating a dashboard with a efficient UI/UX. This dashboard gives us the following:  

• Dataset visualization  
• About the dataset  
• Information about the model  
• Metrics from the model  
• Heat map of the dataset 

18.3.1 STREAMLIT 

Open-source app framework is used to create web apps for data science and machine-learning web 
apps, which are compatible using Python. It comes with a well-designed UI/UX, which makes it 
easier for the developer to create a web app in a short time. Streamlit makes it easy to work on 
debugging and viewing the result in the web app. 

18.3.2 CONTENTS OF THE DASHBOARD 

18.3.2.1 Dataset Visualization 
The dashboard contains the visualization for the datasets MITBIH and PTBDB. This section of the 
dashboard gives the better understanding of the classes present in the datasets. All the classes are 
explained and given a graph format. 

From the given dataset, supraventricular ectopic beats have nearly 65000 datapoints, whereas 
unknown beats, abnormal beats, normal beats, ventricular beats, fusion beats, and non-ectopic beats 
have very a smaller number of data points, i.e., less than 10000, which leads to the unbalanced issue. 

18.3.3 ABOUT THE DATASET 

The dashboard displays exploratory data analysis that was done to understand the data, such as the 
shape, number of null values, number of classes, the ECG signal of different types of beats, and so 
on. There are mainly seven different classes present in the dataset, five classes from the MIT-BIH 
dataset and two classes from PTBDB dataset. Figures 18.9 through 18.15 show the ECG signals of 
different classes in 180 ms. 

FIGURE 18.9 Ventricular ectopic beat.    
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FIGURE 18.10 Non-ectopic beats.    

FIGURE 18.11 Fusion beats.    

FIGURE 18.12 Unknown beat.    
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FIGURE 18.13 Abnormal beat.    

FIGURE 18.14 Normal beat.    

FIGURE 18.15 Supraventricular ectopic beats.    
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18.3.4 INFORMATION ABOUT THE MODEL 

As for the model, it displays the name of the algorithm that has been used. The accuracy score of 
the classification tells the user how accurate they will be using the current model. It also displays 
the confusion matrix, which tells the user about the classification with respect to the number of 
classes present. Finally, the classification report displays the metrics from the model. Figure 18.16 
is the classification report for KNN algorithm. 

Classification Report of KNN:

Precison Recall F1-Score

0.0 0.9842 0.9889 0.9865

1.0 0.8098 0.7326 0.7692

2.0 0.9270 0.9196 0.9233

3.0 0.7721 0.7394 0.7554

4.0 0.9788 0.9697 0.9742

Accuracy 0.9747 0.9747 0.9747

Macro Avg 0.8944 0.8700 0.8817

Weighted Avg 0.9742 0.9747 0.9744

Confusion Matrix of KNN:

0 1 2 3 4

0 14371 71 55 17 19

1 111 315 4 0 0

2 65 3 1029 14 8

3 21 0 16 105 0

4 33 0 6 0 1248

FIGURE 18.16 Classification report of KNN from dashboard.    
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18.3.5 METRICS FROM THE MODEL 

Metrics are factors used to judge the progress of a machine-learning model. The metrics which are 
displayed in the dashboard are precision, recall, and F1-score  

• Precision is the ratio between the true positives and all the positives. For our problem 
statement, that would be the measure of patients that we correctly identified as having an 
irregular heartbeat or arrhythmia out of all the patients actually having it. Mathematically, 
we can see in Equation 18.1. Precision also gives us a measure of the relevant data points. 
It is important that we don’t start treating a patient who doesn’t have a heart ailment, but 
our model predicted as having one. 

P
TP

TP FP
=

+
(18.1)  

• The recall is the measure of our model correctly identifying true positives. Thus, for all 
the patients who actually have heart disease, recall tells us how many we correctly 
identified as having a heart disease. Mathematically, we can see in Equation 18.2. 

R
TP

TP FN
=

+
(18.2)  

• F1-score metric uses a combination of precision and recall. In fact, the F1 score is the 
harmonic mean of the two as mentioned in Equation 18.3. 

F1 =
2

+
precision recall

1 1
(18.3)  

Equation 18.3: F1-Score (Figure 18.17). 

FIGURE 18.17 Heat map for MIT-BIH + PTBDB dataset.    
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18.3.6 MENU BAR 

The menu bar is a well-designed horizontal slide-up window that allows the user to navigate and 
control through the dashboard and consists of five sections, as seen in Figure 18.18. 

18.3.7 SECTION – 1: VISUALIZATION OF DATASETS 

In Figure 18.19, the dashboard allows the user to enter into different windows of the dataset 
visualization. 

FIGURE 18.18 Index bar for the dashboard.     
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18.3.8 SECTION −2: SELECTING DATASET 

As seen in the window in Figure 18.20, the user can select the datasets to be used. 

18.3.9 SECTION – 3: SELECTING BASE CLASSIFIER 

As Figure 18.21 shows, the user can select the base classifier for the model. 

18.3.10 SECTION – 4: SELECTING DEEP LEARNING CLASSIFIER 

The user can also select a deep-learning classifier for the model, as seen in Figure 18.22. 

FIGURE 18.20 Selecting dataset.     

FIGURE 18.19 Buttons to select a dataset for explora-
tory data analysis.     

FIGURE 18.21 Selecting a base classifier.     
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18.3.11 SECTION – 5: PARAMETERS 

Gives the user option to control the parameters of the classifiers, as seen in Figure 18.23. 

18.4 CONCLUSION 

This chapter aims to investigage various machine-learning and deep-learning models and its ap-
plications in the analysis of cardiac dynamics. A combination of different models resulted in high 
accuracy. Three machine-learning models, SVM, k-NN, and Random Forest, reported average 
accuracy of 85.77%, 86.61%, 94.01% considering the MIT-BIH, PTB-DB, and combined datasets, 
respectively. Similarly, the average accuracy of three ensemble models viz., Xgboost, Adaboost, 
and Voting Classifier, reported accuracy of 97.42%, 66.34%, and 91.78%. The mean accuracy of 
two deep-learning models, ANN and CNN, is 87.95% and 98.92%, respectively, and neural net 
ensemble models, model averaging and stack ensemble, are 76.8% and 81.2%, respectively. In this 
investigation, all the models of CNN gave the highest accuracy for all the samples from the 
datasets. However, detection of anomalous ECG signals that are identifying the type of ar-
rhythmias is left to work in future. 
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