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Very Short Introductions available now:

ABOLITIONISM  Richard S. Newman
THE ABRAHAMIC RELIGIONS   

Charles L. Cohen
ACCOUNTING  Christopher Nobes
ADAM SMITH  Christopher J. Berry
ADOLESCENCE  Peter K. Smith
ADVERTISING  Winston Fletcher
AERIAL WARFARE  Frank Ledwidge
AESTHETICS  Bence Nanay
AFRICAN AMERICAN RELIGION   

Eddie S. Glaude Jr
AFRICAN HISTORY  John Parker and 

Richard Rathbone
AFRICAN POLITICS  Ian Taylor
AFRICAN RELIGIONS   

Jacob K. Olupona
AGEING  Nancy A. Pachana
AGNOSTICISM  Robin Le Poidevin
AGRICULTURE  Paul Brassley and 

Richard Soffe
ALBERT CAMUS  Oliver Gloag
ALEXANDER THE GREAT   

Hugh Bowden
ALGEBRA  Peter M. Higgins
AMERICAN BUSINESS HISTORY   

Walter A. Friedman
AMERICAN CULTURAL HISTORY   

Eric Avila
AMERICAN FOREIGN RELATIONS   

Andrew Preston
AMERICAN HISTORY   

Paul S. Boyer
AMERICAN IMMIGRATION   

David A. Gerber

AMERICAN LEGAL HISTORY   
G. Edward White

AMERICAN MILITARY HISTORY   
Joseph T. Glatthaar

AMERICAN NAVAL HISTORY   
Craig L. Symonds

AMERICAN POLITICAL HISTORY   
Donald Critchlow

AMERICAN POLITICAL PARTIES 
AND ELECTIONS  L. Sandy Maisel

AMERICAN POLITICS   
Richard M. Valelly

THE AMERICAN PRESIDENCY   
Charles O. Jones

THE AMERICAN REVOLUTION   
Robert J. Allison

AMERICAN SLAVERY   
Heather Andrea Williams

THE AMERICAN SOUTH   
Charles Reagan Wilson

THE AMERICAN WEST  Stephen Aron
AMERICAN WOMEN’S HISTORY   

Susan Ware
ANAESTHESIA  Aidan O’Donnell
ANALYTIC PHILOSOPHY   

Michael Beaney
ANARCHISM  Colin Ward
ANCIENT ASSYRIA  Karen Radner
ANCIENT EGYPT  Ian Shaw
ANCIENT EGYPTIAN ART AND 

ARCHITECTURE  Christina Riggs
ANCIENT GREECE  Paul Cartledge
THE ANCIENT NEAR EAST   

Amanda H. Podany

VERY SHORT INTRODUCTIONS are for anyone wanting a stimulating 
and accessible way into a new subject. They are written by experts, and 
have been translated into more than 45 different languages.

The series began in 1995, and now covers a wide variety of topics in 
every discipline. The VSI library currently contains over 650 volumes—a 
Very Short Introduction to everything from Psychology and Philosophy of 
Science to American History and Relativity—and continues to grow in every 
subject area.
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ANCIENT PHILOSOPHY  Julia Annas
ANCIENT WARFARE  Harry Sidebottom
ANGELS  David Albert Jones
ANGLICANISM  Mark Chapman
THE ANGLO-SAXON AGE  John Blair
ANIMAL BEHAVIOUR   

Tristram D. Wyatt
THE ANIMAL KINGDOM   

Peter Holland
ANIMAL RIGHTS  David DeGrazia
THE ANTARCTIC  Klaus Dodds
ANTHROPOCENE  Erle C. Ellis
ANTISEMITISM  Steven Beller
ANXIETY  Daniel Freeman and 

Jason Freeman
THE APOCRYPHAL GOSPELS   

Paul Foster
APPLIED MATHEMATICS   

Alain Goriely
ARBITRATION  Thomas Schultz and 

Thomas Grant
ARCHAEOLOGY  Paul Bahn
ARCHITECTURE  Andrew Ballantyne
ARISTOCRACY  William Doyle
ARISTOTLE  Jonathan Barnes
ART HISTORY  Dana Arnold
ART THEORY  Cynthia Freeland
ARTIFICIAL INTELLIGENCE   

Margaret A. Boden
ASIAN AMERICAN HISTORY   

Madeline Y. Hsu
ASTROBIOLOGY  David C. Catling
ASTROPHYSICS  James Binney
ATHEISM  Julian Baggini
THE ATMOSPHERE  Paul I. Palmer
AUGUSTINE  Henry Chadwick
AUSTRALIA  Kenneth Morgan
AUTISM  Uta Frith
AUTOBIOGRAPHY  Laura Marcus
THE AVANT GARDE  David Cottington
THE AZTECS  Davíd Carrasco
BABYLONIA  Trevor Bryce
BACTERIA  Sebastian G. B. Amyes
BANKING  John Goddard and  

John O. S. Wilson
BARTHES  Jonathan Culler
THE BEATS  David Sterritt
BEAUTY  Roger Scruton
BEHAVIOURAL ECONOMICS   

Michelle Baddeley

BESTSELLERS  John Sutherland
THE BIBLE  John Riches
BIBLICAL ARCHAEOLOGY   

Eric H. Cline
BIG DATA  Dawn E. Holmes
BIOGEOGRAPHY  Mark V. Lomolino
BIOGRAPHY  Hermione Lee
BIOMETRICS  Michael Fairhurst
BLACK HOLES  Katherine Blundell
BLOOD  Chris Cooper
THE BLUES  Elijah Wald
THE BODY  Chris Shilling
THE BOOK OF COMMON PRAYER   

Brian Cummings
THE BOOK OF MORMON   

Terryl Givens
BORDERS  Alexander C. Diener and 

Joshua Hagen
THE BRAIN  Michael O’Shea
BRANDING  Robert Jones
THE BRICS  Andrew F. Cooper
THE BRITISH CONSTITUTION   

Martin Loughlin
THE BRITISH EMPIRE  Ashley Jackson
BRITISH POLITICS  Tony Wright
BUDDHA  Michael Carrithers
BUDDHISM  Damien Keown
BUDDHIST ETHICS  Damien Keown
BYZANTIUM  Peter Sarris
C. S. LEWIS  James Como
CALVINISM  Jon Balserak
CANADA  Donald Wright
CANCER  Nicholas James
CAPITALISM  James Fulcher
CATHOLICISM  Gerald O’Collins
CAUSATION  Stephen Mumford and 

Rani Lill Anjum
THE CELL  Terence Allen and 

Graham Cowling
THE CELTS  Barry Cunliffe
CHAOS  Leonard Smith
CHARLES DICKENS  Jenny Hartley
CHEMISTRY  Peter Atkins
CHILD PSYCHOLOGY  Usha Goswami
CHILDREN’S LITERATURE   

Kimberley Reynolds
CHINESE LITERATURE  Sabina Knight
CHOICE THEORY  Michael Allingham
CHRISTIAN ART  Beth Williamson
CHRISTIAN ETHICS  D. Stephen Long
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CHRISTIANITY  Linda Woodhead
CIRCADIAN RHYTHMS   

Russell Foster and Leon Kreitzman
CITIZENSHIP  Richard Bellamy
CIVIL ENGINEERING   

David Muir Wood
CLASSICAL LITERATURE  William Allan
CLASSICAL MYTHOLOGY   

Helen Morales
CLASSICS  Mary Beard and  

John Henderson
CLAUSEWITZ  Michael Howard
CLIMATE  Mark Maslin
CLIMATE CHANGE  Mark Maslin
CLINICAL PSYCHOLOGY   

Susan Llewelyn and  
Katie Aafjes-van Doorn

COGNITIVE NEUROSCIENCE   
Richard Passingham

THE COLD WAR  Robert J. McMahon
COLONIAL AMERICA  Alan Taylor
COLONIAL LATIN AMERICAN 

LITERATURE  Rolena Adorno
COMBINATORICS  Robin Wilson
COMEDY  Matthew Bevis
COMMUNISM  Leslie Holmes
COMPARATIVE LITERATURE   

Ben Hutchinson
COMPLEXITY  John H. Holland
THE COMPUTER  Darrel Ince
COMPUTER SCIENCE   

Subrata Dasgupta
CONCENTRATION CAMPS   

Dan Stone
CONFUCIANISM  Daniel K. Gardner
THE CONQUISTADORS  Matthew 

Restall and Felipe Fernández-Armesto
CONSCIENCE  Paul Strohm
CONSCIOUSNESS  Susan Blackmore
CONTEMPORARY ART   

Julian Stallabrass
CONTEMPORARY FICTION   

Robert Eaglestone
CONTINENTAL PHILOSOPHY   

Simon Critchley
COPERNICUS  Owen Gingerich
CORAL REEFS  Charles Sheppard
CORPORATE SOCIAL 

RESPONSIBILITY  Jeremy Moon
CORRUPTION  Leslie Holmes

COSMOLOGY  Peter Coles
COUNTRY MUSIC  Richard Carlin
CRIME FICTION  Richard Bradford
CRIMINAL JUSTICE  Julian V. Roberts
CRIMINOLOGY  Tim Newburn
CRITICAL THEORY   

Stephen Eric Bronner
THE CRUSADES  Christopher Tyerman
CRYPTOGRAPHY  Fred Piper and 

Sean Murphy
CRYSTALLOGRAPHY  A. M. Glazer
THE CULTURAL REVOLUTION   

Richard Curt Kraus
DADA AND SURREALISM   

David Hopkins
DANTE  Peter Hainsworth and 

David Robey
DARWIN  Jonathan Howard
THE DEAD SEA SCROLLS   

Timothy H. Lim
DECADENCE  David Weir
DECOLONIZATION  Dane Kennedy
DEMENTIA  Kathleen Taylor
DEMOCRACY  Bernard Crick
DEMOGRAPHY  Sarah Harper
DEPRESSION  Jan Scott and  

Mary Jane Tacchi
DERRIDA  Simon Glendinning
DESCARTES  Tom Sorell
DESERTS  Nick Middleton
DESIGN  John Heskett
DEVELOPMENT  Ian Goldin
DEVELOPMENTAL BIOLOGY   

Lewis Wolpert
THE DEVIL  Darren Oldridge
DIASPORA  Kevin Kenny
DICTIONARIES  Lynda Mugglestone
DINOSAURS  David Norman
DIPLOMACY  Joseph M. Siracusa
DOCUMENTARY FILM   

Patricia Aufderheide
DREAMING  J. Allan Hobson
DRUGS  Les Iversen
DRUIDS  Barry Cunliffe
DYNASTY  Jeroen Duindam
DYSLEXIA  Margaret J. Snowling
EARLY MUSIC  Thomas Forrest Kelly
THE EARTH  Martin Redfern
EARTH SYSTEM SCIENCE  Tim Lenton
ECOLOGY  Jaboury Ghazoul
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ECONOMICS  Partha Dasgupta
EDUCATION  Gary Thomas
EGYPTIAN MYTH  Geraldine Pinch
EIGHTEENTH‑CENTURY BRITAIN   

Paul Langford
THE ELEMENTS  Philip Ball
ÉMILE ZOLA  Brian Nelson
EMOTION  Dylan Evans
EMPIRE  Stephen Howe
ENERGY SYSTEMS  Nick Jenkins
ENGELS  Terrell Carver
ENGINEERING  David Blockley
THE ENGLISH LANGUAGE   

Simon Horobin
ENGLISH LITERATURE  Jonathan Bate
THE ENLIGHTENMENT   

John Robertson
ENTREPRENEURSHIP  Paul Westhead 

and Mike Wright
ENVIRONMENTAL ECONOMICS   

Stephen Smith
ENVIRONMENTAL ETHICS   

Robin Attfield
ENVIRONMENTAL LAW   

Elizabeth Fisher
ENVIRONMENTAL POLITICS   

Andrew Dobson
ENZYMES  Paul Engel
EPICUREANISM  Catherine Wilson
EPIDEMIOLOGY  Rodolfo Saracci
ETHICS  Simon Blackburn
ETHNOMUSICOLOGY  Timothy Rice
THE ETRUSCANS  Christopher Smith
EUGENICS  Philippa Levine
THE EUROPEAN UNION   

Simon Usherwood and John Pinder
EUROPEAN UNION LAW   

Anthony Arnull
EVOLUTION  Brian and  

Deborah Charlesworth
EXISTENTIALISM  Thomas Flynn
EXPLORATION  Stewart A. Weaver
EXTINCTION  Paul B. Wignall
THE EYE  Michael Land
FAIRY TALE  Marina Warner
FAMILY LAW  Jonathan Herring
FASCISM  Kevin Passmore
FASHION  Rebecca Arnold
FEDERALISM  Mark J. Rozell and 

Clyde Wilcox

FEMINISM  Margaret Walters
FILM  Michael Wood
FILM MUSIC  Kathryn Kalinak
FILM NOIR  James Naremore
FIRE  Andrew C. Scott
THE FIRST WORLD WAR   

Michael Howard
FOLK MUSIC  Mark Slobin
FOOD  John Krebs
FORENSIC PSYCHOLOGY   

David Canter
FORENSIC SCIENCE  Jim Fraser
FORESTS  Jaboury Ghazoul
FOSSILS  Keith Thomson
FOUCAULT  Gary Gutting
THE FOUNDING FATHERS   

R. B. Bernstein
FRACTALS  Kenneth Falconer
FREE SPEECH  Nigel Warburton
FREE WILL  Thomas Pink
FREEMASONRY  Andreas Önnerfors
FRENCH LITERATURE  John D. Lyons
FRENCH PHILOSOPHY   

Stephen Gaukroger and Knox Peden
THE FRENCH REVOLUTION   

William Doyle
FREUD  Anthony Storr
FUNDAMENTALISM  Malise Ruthven
FUNGI  Nicholas P. Money
THE FUTURE  Jennifer M. Gidley
GALAXIES  John Gribbin
GALILEO  Stillman Drake
GAME THEORY  Ken Binmore
GANDHI  Bhikhu Parekh
GARDEN HISTORY  Gordon Campbell
GENES  Jonathan Slack
GENIUS  Andrew Robinson
GENOMICS  John Archibald
GEOFFREY CHAUCER  David Wallace
GEOGRAPHY  John Matthews and 

David Herbert
GEOLOGY  Jan Zalasiewicz
GEOPHYSICS  William Lowrie
GEOPOLITICS  Klaus Dodds
GEORGE BERNARD SHAW   

Christopher Wixson
GERMAN LITERATURE  Nicholas Boyle
GERMAN PHILOSOPHY   

Andrew Bowie
THE GHETTO  Bryan Cheyette
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GLOBALIZATION  Manfred B. Steger
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THE GOTHIC  Nick Groom
GOVERNANCE  Mark Bevir
GRAVITY  Timothy Clifton
THE GREAT DEPRESSION AND 

THE NEW DEAL  Eric Rauchway
HABERMAS  James Gordon Finlayson
THE HABSBURG EMPIRE   

Martyn Rady
HAPPINESS  Daniel M. Haybron
THE HARLEM RENAISSANCE   

Cheryl A. Wall
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Tod Linafelt
HEGEL  Peter Singer
HEIDEGGER  Michael Inwood
THE HELLENISTIC AGE   

Peter Thonemann
HEREDITY  John Waller
HERMENEUTICS  Jens Zimmermann
HERODOTUS  Jennifer T. Roberts
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INDIAN PHILOSOPHY  Sue Hamilton
THE INDUSTRIAL REVOLUTION   

Robert C. Allen
INFECTIOUS DISEASE  Marta L. Wayne 

and Benjamin M. Bolker
INFINITY  Ian Stewart
INFORMATION  Luciano Floridi
INNOVATION  Mark Dodgson and 

David Gann
INTELLECTUAL PROPERTY   

Siva Vaidhyanathan
INTELLIGENCE  Ian J. Deary
INTERNATIONAL LAW   

Vaughan Lowe
INTERNATIONAL MIGRATION   

Khalid Koser
INTERNATIONAL RELATIONS   

Christian Reus-Smit
INTERNATIONAL SECURITY   

Christopher S. Browning
IRAN  Ali M. Ansari
ISLAM  Malise Ruthven
ISLAMIC HISTORY  Adam Silverstein
ISLAMIC LAW  Mashood A. Baderin
ISOTOPES  Rob Ellam
ITALIAN LITERATURE   

Peter Hainsworth and David Robey
JESUS  Richard Bauckham
JEWISH HISTORY  David N. Myers



OUP CORRECTED AUTOPAGE PROOFS – FINAL, 26/01/21, SPi

JOURNALISM  Ian Hargreaves
JUDAISM  Norman Solomon
JUNG  Anthony Stevens
KABBALAH  Joseph Dan
KAFKA  Ritchie Robertson
KANT  Roger Scruton
KEYNES  Robert Skidelsky
KIERKEGAARD  Patrick Gardiner
KNOWLEDGE  Jennifer Nagel
THE KORAN  Michael Cook
KOREA  Michael J. Seth
LAKES  Warwick F. Vincent
LANDSCAPE ARCHITECTURE   

Ian H. Thompson
LANDSCAPES AND 

GEOMORPHOLOGY   
Andrew Goudie and Heather Viles

LANGUAGES  Stephen R. Anderson
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1

Introduction

Until a few hundred years ago, ‘the philosophy of physics’ would 
have seemed a tautology. Physics was natural philosophy; the task 
of the natural philosopher was to understand the natural world. 
Aristotle’s writings are maths and science as much as they are 
ethics and aesthetics; Newton described his work as a philosophy 
and contrasted it to the philosophies of his rivals. It is only in 
comparatively recent times that physics began to establish itself as 
a self-contained discipline and to separate away from philosophy 
writ large.

It was not the first discipline to do so, and it was not the last. It is 
often said that philosophy makes no progress, but to a large extent 
the creation of autonomous disciplines is how philosophy 
progresses. Mathematics in antiquity; physics in the Renaissance; 
biology after Darwin; logic in the early 20th century; computer 
science in mid-20th century; cognitive science still more recently; 
in each case, so much progress was made, so many controversies 
resolved, so many confusions clarified, that a self-contained 
subject was created and equipped to progress further. The 
philosopher Daniel Dennett defines philosophy as what we do 
when we don’t know what questions to ask; when we understand 
enough to work out what the questions are and can start 
answering them, a new science buds off from philosophy.
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Where this occurred recently—in cognitive science, say, or in 
logic—science and philosophy remain intertwined as disciplines. 
But physics has had three centuries to establish its independence, 
and now its institutional separation from philosophy is nearly 
complete: few professionally trained physicists learn much 
philosophy; few philosophers know more than the rudiments of 
physics. How, then, can there remain a philosophy of physics?

The clearest and simplest reason is that while the conceptual 
foundations of physics are clearer by far than they were before 
Newton’s time, there remains much that we do not understand. 
Physics is not simply mindless calculation: good physicists are 
alive to the conceptual questions and paradoxes that arise in their 
work. Indeed, very little good calculation is mindless: there is no 
sharp divide between the concrete, predictive aspects of physics 
and its conceptual foundations. This is the first task for the 
philosopher of physics: much of philosophy of physics is 
continuous with this aspect of physics itself, and philosophical 
clarity can help move physics forward.

The second reason is that the methods of science, and the 
attitudes that scientists, philosophers, and people in general 
should take to them, matter a lot, and cannot be understood in 
ignorance of the details. We get at best limited insight into the 
scientific method, or the attitude we should take to scientific 
theories, if we consider them abstractly: one important task for 
the philosopher of physics is to look at the results and the 
processes of physics and see what lessons they teach us about 
science more generally. Again, this is not simply a task for 
dispassionate outside observers of physics: an understanding of 
the scientific method is important for good science, and is 
becoming more and more so in modern physics.

The third task for a philosopher of physics is again continuous 
with physics, but in a different sense: to get the best 
understanding we can of what the world is like, given the physical 



OUP CORRECTED AUTOPAGE PROOFS – FINAL, 24/01/21, SPi

Introduction

3

theories we use to describe it. Traditionally, understanding the 
deep nature of the world was the task of metaphysics, but in 
modern times that understanding relies critically on our best 
physics theories—yet those theories do not wear their meaning on 
their sleeve. In this sense, philosophy of physics provides a bridge 
between the metaphysician and the physicist—or, put another 
way, philosophy of physics tells us how to do a metaphysics that is 
scientifically informed.

A common theme here is that philosophy of physics is 
interdisciplinary, sitting between physics proper, mainstream 
philosophy, and the general philosophy of science, and 
communicating ideas and insights between them. Some 
philosophers of physics work in philosophy departments and have 
‘philosopher of physics’ or ‘philosopher of science’ as their job title, 
but many others are physicists. (Einstein, without question, is the 
leading philosopher of physics of the 20th century.) This is a book 
about the philosophy of physics as a subject, not as an institution 
within 21st-century academia.

Another theme is that the devil is in the details. Philosophy of 
physics is rarely concerned with physics as a whole but with 
particular areas within it. Given a field in physics we can consider 
the conceptual—that is, philosophical—questions that arise in that 
field, and the problems in each sub-field are distinctive, even if 
they are never as cleanly separated as it might appear on the 
surface. There are many examples, some of which have become 
important in very recent work and engage with the frontiers of 
current physics. For instance:

	•	 The philosophy of quantum field theory addresses conceptual 
questions rising out of our most fundamental current theories, 
those which underpin the remarkable results obtained at the 
Large Hadron Collider (LHC) in Geneva. For instance: are the 
constants of nature finely tuned in some way to bring about the 
large complex Universe we see around us? Or is that a 
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meaningless question even to ask? And what scientific method 
makes sense to develop our theories beyond those tested at the 
LHC, into a realm where theories seem all too plentiful and 
evidence seems scarce?

	•	 The philosophy of cosmology explores how to do the science of the 
whole Universe. When there is only one Universe to observe, how 
can we understand, let alone test, theories that say that one 
Universe is more likely than another? Is it scientific to hypothesize 
that our Universe is just one member of a vast multiverse? And 
how do we select between different cosmological models given the 
complex and indirect evidence that bears on which is correct?

	•	 The philosophy of quantum gravity is concerned with the ‘final 
frontier’ in modern physics: the quest for a rapprochement 
between general relativity, our best theory of gravity, and quantum 
theory, the framework in which all our other physical theories are 
written. Is string theory—the leading contender for that 
rapprochement—good science, bad science, or not science at all? 
What is at stake in the astonishing claims that black holes—from 
which, naively, we expect nothing to escape—behave in important 
ways like ordinary hot bodies, and how can we evaluate those 
claims given the remoteness of any prospect of experimental test? 
And how are the conceptual paradoxes about quantum black 
holes to be resolved or dissolved?

But the most important examples, at least for most of the 
foundational and philosophical work of the last fifty years, are 
somewhat older and more general theories. The bulk of work in 
philosophy of physics is concerned with three areas: the philosophy 
of spacetime (which provides the concepts by which space, time, 
and motion, perhaps the central concepts in physics, can be 
understood); the philosophy of statistical mechanics (which 
underlies the relations between physical theories on different 
scales, and stands between our most fundamental physics and 
almost any test or application of that physics); perhaps most 
famously, the philosophy of quantum mechanics (which tries to 
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understand, and perhaps to change, the astonishingly strange 
language in which is written most of the last century of physics, 
from particle accelerators through transistors to the earliest 
moments of the Universe).

This book is structured around these areas. Chapter 1 begins with 
some fairly general questions about the scientific method and the 
nature of scientific theories more generally. Chapter 2 addresses 
the question ‘what is motion’, in a historical context: the creation 
of mechanics by Newton and others in the 17th century. (It is a 
common theme in philosophy of physics that we need to pay 
attention to the history of ideas, and to how great physicists were 
led to the strange concepts that they developed.) Chapter 3 brings 
these considerations forward to the theory of relativity, to the 
supposed ‘paradoxes’ that this theory contains, and to the deeper 
understanding of space, time, and motion that it provides. 
Chapter 4 considers how statistical mechanics helps us 
understand the relations between theories on large and small 
scales, and how that understanding seems to involve new 
concepts—irreversibility, probability—which are absent from, and 
even seem inconsistent with, our more fundamental theories. 
Chapters 5 and 6 address quantum mechanics—first presenting 
the paradoxes it raises, then considering how they might be 
resolved, and finally asking why this matters to physics more 
generally.

A third theme in philosophy of physics is that maths matters. 
Theories in modern physics are formulated in fairly abstract 
mathematics, and it is not possible to completely understand—let 
alone contribute to solving—the philosophical problems of physics 
without understanding those theories in full detail, maths and all. 
(It’s not surprising, given this, that philosophers of physics 
usually—and increasingly—have graduate training in physics, 
even when they work in philosophy departments.) In a book like 
this, it’s not realistic to give a full account of any of modern 
spacetime theory, statistical mechanics, or quantum theory—let 
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alone all three—and so I can’t pretend that you will gain a 
complete understanding of the philosophical issues from this book 
alone. But I hope there is enough detail and depth to help readers 
trained in philosophy to understand how issues from physics 
affect deep questions relevant to them, readers trained in physics 
to connect the conceptual issues I discuss to their technical 
training, and all readers to get some insight into the central 
problems of the field and why they are important.

Even in the three core areas I discuss, and even setting aside many 
topics too technical to include in a book like this, there are many 
more interesting questions than I have space to consider. 
Inevitably, my own judgements—both about the most important 
questions, and about the most promising attempts to answer those 
questions—played a major role in the choice of what to discuss 
and how to present it, and while often I note that a question is 
‘contested’ or ‘controversial’, and present multiple possible 
answers to that question, still I am sure that readers familiar with 
these topics will see some of their favourite objections elided, or 
their favourite positions skimmed or skipped. To them I can only 
apologize; for readers not already familiar with philosophy of 
physics—my target audience—I have included various further 
readings, offering more details and alternate perspectives.
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Chapter 1
The methods and fruits of 
science

Physics is a part of science, but there is an important sense in 
which the philosophy of physics is not just a part of the philosophy 
of science. Traditionally, the philosopher of science has stood a 
little apart from science, studying the practice of science as an 
interested outsider: their concern has been with the scientific 
method in general, and with comparably general questions as to 
the reliability and value of the product of science. Philosophers of 
physics are usually concerned with much more specific questions: 
not about science in general, nor even about physics in general, 
but with conceptual questions raised by specific physical theories: 
what does the general theory of relativity tell us about space 
and time; how should we understand the second law of 
thermodynamics; is there something fundamentally wrong with 
quantum theory? And while they have not been reticent about 
criticizing physicists’ methods in particular cases, they have not 
focused on more general questions of physics methodology.

For all that, the questions asked by general philosophy of 
science—and the tentative answers that it has provided—are a 
crucial backdrop for philosophy of physics. So my task in this 
chapter is to give an introduction to the scientific method, and 
to some puzzles about how to think about scientific theories 
in general.
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The scientific method—from induction to 
falsification and beyond

Let go of an apple, and what happens? It falls. Do the same thing 
with another apple, or the same apple at a different height; it 
falls. The same for other objects: pears, bricks, cats, children.
Experience gives us many, many instances of “If such-and-such 
object is unsupported, it falls” and precious few of “If such-and-
such object is unsupported, it does not fall”, and so, perhaps we 
are entitled to take “All unsupported objects fall” as a tentative 
conclusion from our observations.

Call this enumerative induction. It is probably the simplest and 
oldest model of empirical knowledge: collect lots of observations 
of the form ‘this is an X that is also a Y’, fail to observe ‘this is an X 
that is not a Y’, and so infer ‘all Xs are Ys’.

Maybe this is a good model for how infants learn about gravity. 
(I really doubt it, frankly, but I’m no cognitive scientist.) Maybe it 
captures some of how a new field of science proceeds in its 
infancy. Even as a caricature of the method of physics, or any other 
mature science, it is hopeless.

Why? Partly because there is no such thing as ‘just observing’. The 
world is rich and complicated and we can look at it in indefinitely 
many ways: we need to make some judgements as to what to 
observe. That’s true even for the observations we make with our 
eyes and ears, but it’s magnified a hundredfold in modern physics, 
where millions or billions of dollars are spent to develop the 
capacity to make very specific observations that are by no means 
chosen at random. And partly because the form of a scientific 
theory is far subtler and more complex than ‘all Xs are Ys’. The 
actual form of Newton’s theory of gravity is not, even 
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schematically, ‘All unsupported objects fall’, but rather ‘The 
gravitational force on one body due to another is proportional to 
the product of the masses divided by the square of the distance 
between them and acts along the line connecting the two’. That’s 
not something you can mindlessly read off the world.

Really, these are two sides of the same coin: what enumerative 
induction gets wrong is that it mixes together the process of 
coming up with a theory (what philosophers call the ‘context of 
discovery’) with the process of collecting and assessing evidence for 
a theory (the ‘context of justification’).

A highly influential alternative was developed in the 20th century 
by the philosopher Karl Popper (one of the very few philosophers 
of science who most physicists have heard of). In the simplest and 
best-known version of Popper’s approach, the scientific method is 
a two-step process:

	1.	 Come up with a theory (never mind how);
	2.	 Attempt to falsify the theory: that is, test some prediction the 

theory makes.

If the theory fails the test, it’s falsified: throw it out, and go back to 
step (1). If it passes, keep testing it in different ways.

Call this approach falsificationism.  Unlike enumerative 
induction, it is a caricature of the scientific method—and, like all 
caricatures, it captures some of the central features of its subject 
matter, but its details shouldn’t be taken too literally, and if they 
are, it is likely to mislead.

We can see this through a real-world example from 19th-century 
physics. According to Newtonian gravity, planets orbit the Sun in 
ellipses; the perihelion of an orbit is the point of closest approach 
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to the Sun. Also according to Newtonian gravity, in the absence of 
any other planets, a planet’s perihelion is at the same point in 
space on each orbit—but since the other planets are not absent, in 
practice the perihelion is a bit further around the Sun on each 
successive orbit. That is: it precesses, by an amount that 
Newtonian gravity tells us how to calculate.

When physicists did that calculation, they found that two of the 
seven then-known planets—Mercury and Uranus—showed a 
discrepancy between the value the theory predicts and the value 
they measured. The measured values are tiny, and so are the 
discrepancies: for Mercury, whose closest approach to the Sun 
puts it 44 million kilometres away, the predicted precession is 
about 3,000 kilometres per orbit, and the measured precession 
is about 20 kilometres less. But both the calculations and 
measurements were accurate enough, even in the 19th century, 
to be confident that the discrepancy is real.

According to falsificationism, that should be the end for 
Newtonian gravity. It made a prediction; that prediction was false; 
time to move on to the next theory! But that isn’t what happened, 
and it isn’t what should have happened. For one thing, Newtonian 
gravity had been highly successful for hundreds of years, with a 
huge number of successful predictions and informative 
explanations to its name: simply discarding it and starting afresh, 
in the absence of any concrete ideas of how to do better, would 
have paralysed astronomy. Even more importantly, it wasn’t 
strictly true that Newtonian gravity was falsified by the discrepancy. 
For Newtonian gravity—like any theory in physics—only makes 
predictions with the aid of what philosophers call auxiliary 
hypotheses: about which planets there are, where they are, how 
massive they are, what other moonlets and asteroids and 
dust-clouds might be around, what non-gravitational effects 
might come into play, and even about how our telescopes and 
timepieces function. The anomalous precession might be because 
of a failure in the theory of gravity—but it equally well might be 
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because of another distant planet that we didn’t know about. 
Indeed, we can turn this logic around: assuming that Newtonian 
gravity is correct, where would another planet have to be in order 
for it to resolve the anomaly? When mathematicians asked and 
answered that question for Uranus, and then astronomers looked 
at that point in the night sky, they found the planet Neptune 
exactly where it should be.

What of Mercury? The same trick was tried: if some unknown 
planet was still closer to the Sun, then it could explain away the 
anomaly. This new planet was dubbed ‘Vulcan’; no-one could find 
it, but that was hardly conclusive given that any such planet would 
be so close to the Sun as to be near-invisible in its glare. But with 
hindsight, the explanation was completely different: Einstein’s 
general theory of relativity, a rival theory of gravity, predicted 
precisely the observed discrepancy with no need for any 
additional planet.

So: two apparent episodes of falsification; with hindsight, one was 
a triumph of Newtonian gravity, falsifying not the theory but our 
auxiliary assumptions about the solar system and leading to the 
discovery of the eighth planet; the other was a true falsification, 
explained by the wholesale replacement of Newtonian gravity with 
a new and improved theory. But only with hindsight can these 
distinctions be drawn: there was nothing inherently unreasonable 
about the idea of Vulcan, and no improvement in scientific 
method could or should have told scientists not to postulate it.

There is no settled consensus on how to tell a positive story of the 
scientific method that improves on falsificationism; there is not 
even consensus that it can be done at all. (The philosopher of 
mind Jerry Fodor offers this tongue-in-cheek suggestion: ‘Try not 
to say anything false; try to keep your wits about you.’) But some 
common themes in many accounts can be found, and will suffice 
for our purposes (here I follow philosophers Imre Lakatos and 
Thomas Kuhn, glossing over many differences in their accounts):
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	1.	 We should not think in terms of static theories, conjectured 
once-and-for-all and only thereafter tested: but instead of 
ongoing research programmes (Lakatos) or ‘paradigms’ (Kuhn) in 
which a common core of theory is used to explain phenomena via 
a collection of auxiliary hypotheses which can be altered to 
account for successively collected evidence.

	2.	 Research programmes progress precisely through the discovery of 
anomalies which are then explained. The gold standard for such 
explanations is that they lead to novel predictions that are then 
confirmed (like Neptune).

	3.	 Over time, unexplained anomalies can build up, and/or the 
changes to the auxiliary hypotheses needed to explain the 
anomalies become increasingly contrived, ad hoc, and 
unsuccessful in giving rise to novel predictions. The research 
programme is degenerating (Lakatos); the paradigm is in 
crisis (Kuhn).

	4.	 Even so, we seldom if ever abandon a research programme except 
when some more successful rival is available. Research 
programmes are tested not simply against the world, but also 
against other research programmes. (It was not until the success 
of general relativity—a new research programme—that 
Newtonian gravity was regarded as falsified.)

The demarcation problem: when is 
something scientific?

Popper’s own interest in falsificationism, and in the scientific 
method, was only partly for its own sake. He also sought a 
criterion for when an approach to knowledge-collection counted 
as science, and found it in the requirement of falsifiability (so, 
supposedly, neither Freudian psychology nor Marxist economics—
two of his bugbears—counted as scientific). Modern physicists 
often seem to do likewise: to dismiss a question, or sometimes an 
entire sub-discipline (like string theory) or field of study (like 
philosophy!), as ‘unfalsifiable’ and thus unscientific.
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We have seen that taken literally this is too simplistic: strictly 
speaking, no theory is falsifiable in isolation. But there is 
something in the idea nonetheless: what matters seems to be not 
whether a theory is falsifiable per se but whether evidence bears 
on it. So a question (such as: which of these theories is correct?) is 
a scientific question if it is amenable to the methods of science, 
which ultimately rest on evidence.

We can see how this plays out through a very recent case-study: 
the debate over the last thirty-odd years about the existence of 
dark matter. In spiral galaxies like our own, the visible matter 
is mostly in the form of stars and interstellar gas and dust, and 
we can use Newton’s law of gravity to work out how fast stars in 
the galaxy ought to be orbiting (the ‘rotation curve’ of the 
galaxy) given the distribution of that matter. It has been 
known since the early 1980s that there is a discrepancy 
between the predicted and measured values. (And replacing 
Newtonian gravity with Einstein’s general relativity makes no 
difference here: the anomaly persists.) Similar anomalies 
showed up in larger-scale observations of entire clusters 
of galaxies.

The main proposed explanation of this anomaly was so-called 
‘dark matter’: matter not visible to our telescopes and detectable 
only through its gravitational influence. In itself, there is nothing 
odd about the idea of dark matter: stars are visible because they 
blaze with light, and matter that isn’t self-illuminating can be hard 
to see. (The other planets of our solar system would count as ‘dark 
matter’ to an observer in a distant solar system—the Earth would 
have, too, until we started transmitting radio and TV signals.) But 
to explain the rotation curves, the dark matter needs to outweigh 
the stars, gas, and dust by a large fraction, far too large for such 
mundane explanations. To this day, we know almost nothing 
about what dark matter might be, and direct searches for it 
have failed.
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And for that reason, a minority of physicists have explored the 
idea that there is no dark matter after all, and that instead there is 
something wrong with gravity. Their rival theory, MOND (for 
‘modification of Newtonian dynamics’) had considerable 
initial success in explaining the rotation curves, and at least some 
success in explaining other apparent evidence for dark matter. In 
the terms we have discussed, dark matter is an auxiliary 
hypothesis within the existing gravitational research programme; 
MOND is a rival research programme.

This debate is now at least thirty years old, and it lacks, and for 
the foreseeable future will continue to lack, a decisive resolution, 
because no observation or experiment can plausibly falsify either 
approach. But this is not to say that it just a matter of taste which 
theory to prefer. The explanations offered by MOND are in some 
cases simpler than for dark matter, and account for the 
phenomena with fewer moving parts; in others, they are more 
complex, even contrived. And the discussion has not been static: 
new observations have required new refinements of the 
dark-matter models and of MOND’s proposed new laws. My own 
assessment is that twenty years ago MOND was a highly plausible 
rival, but by now the level of contrivance and ad hoc modifications 
required to fit the data makes it most unlikely to be correct. And 
that assessment is shared by most of the astrophysics community, 
as can be seen by the sharply decreased interest in MOND now as 
compared to twenty years ago. Yet it is not conclusive: reasonable 
people can disagree here, and serious scientists continue to work 
on MOND. There may come a time when it is conclusive; then, 
and only then, would it be right to call support for MOND 
unscientific.

I should stress that dark matter/MOND is a fairly extreme 
example: the difficulty of doing experiments and making 
observations is much harder in these corners of astrophysics and 
cosmology than in most areas of physics, where the accumulation 
of experimental evidence is usually faster and more conclusive. 
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But even in that extreme case, we can see that the resolution of the 
disagreement proceeds through new developments of the theories 
and new proposals for observations: that is, it proceeds through 
recognizably scientific means.

Underdetermination, instrumentalism, and realism

If the choice between two theories is scientific, evidence must bear 
on it; but what about where two distinct theories make exactly the 
same predictions? Philosophers call this case ‘underdetermination 
of theory by evidence’: the ‘underdetermination problem’ is the 
problem of choosing between two such theories.

In a sense, the dark matter/MOND question is a case of 
underdetermination: no single experiment or observation tells us 
which theory is correct, because the details of the theory and the 
auxiliary hypotheses can be filled in in different ways to account 
for the same data. The apparent solution to the problem is simply 
to do more science: over time, the weight of evidence—we can 
hope—leads to an increasingly clear conclusion, even if there can 
remain residual philosophical questions as to just why that ‘clear 
conclusion’ can be trusted given that neither theory is strictly 
ruled out. (Philosophers call cases like this weak 
underdetermination.)

The more disturbing case would be where two theories make the 
same predictions not just with respect to the current set of 
evidence, but with respect to all possible observations and 
measurements. In this case—called strong underdetermination  by 
philosophers—the methods of science do not seem to get traction.

Once, many philosophers of science thought that this was logically 
impossible. According to positivism (or operationalism, or 
instrumentalism—once again, I set aside subtle differences 
between these positions), to understand the content of a scientific 
theory we need to distinguish its observational claims from its 
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theoretical claims. And here, ‘observational’ is used in a pretty 
strong sense, to mean something like ‘expressible in the language 
of everyday objects’ or ‘testable with unaided human senses’. ‘This 
detector will display the number 5.228’, for instance, is an 
observational claim. To the positivists, non-observational claims 
cannot be understood independently of their observational 
consequences: to say, for example, ‘atoms are made up of 
electrons and protons’ is just to say ‘if I make this measurement 
I’ll get this result, if I make that measurement I’ll get that 
result, . . . ’. In effect, the content of a scientific theory just is the 
collection of observational claims it makes: the rest of the 
theory is just a calculational tool to get from one set of 
observations to another.

The appeal of positivism to philosophers in the early 
20th century—and to some physicists even today—is that it 
dismisses as meaningless any claim about a theory that does not 
have experimental consequences. In particular, it rules out strong 
underdetermination by fiat: if two theories make the same 
observational claims, they’re the same theory—just presented 
differently. Positivism lets us cut through a lot of verbal confusion 
and get to the actual, scientific questions.

What’s not to like? For one thing, it’s a poor fit to the way working 
scientists describe their projects, to themselves and others. 
Astronomers usually describe themselves as building radio 
telescopes in order to learn about stars and galaxies, not because 
radio telescopes are intrinsically interesting to them. When 
particle physicists exhort government ministries to spend large 
sums on building particle accelerators, their case rests on using 
the particle accelerator to discover deep truths about the 
Universe; that case would be pretty severely undermined if the 
‘deep truths about the Universe’ needed to be understood just as 
indirect claims about the workings of the particle 
accelerator itself.
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But there is a deeper reason: the distinction between 
observational and theoretical claims is much harder to make 
than it looks. We have already seen part of the reason: 
because of auxiliary hypotheses, no scientific claim in isolation 
has observational consequences, and so my schematic list of 
observational consequences of ‘atoms are made up of electrons 
and protons’ is a fiction. Ultimately, the observational claims of a 
scientific theory rest on its theoretical claims, and cannot be fully 
understood without them.

Actually, it’s even worse than that: the distinction between 
‘observational’ and ‘theoretical’ claims can’t really be made at all. 
In philosophers’ jargon, observations are theory-laden: even to 
describe an observation, we need the language of theory. ‘This 
detector will display the number 5.228’ . . . which  detector? Only 
a detector built the right way—and ‘the right way’ inevitably 
involves theoretical ideas. Terms like ‘laser’ or ‘radio telescope’ 
or ‘particle accelerator’ just can’t be understood without 
understanding the theory in which those terms are used (a ‘laser’, 
for instance, is a beam of coherent light generated by stimulated 
emission—but now let’s talk about what ‘coherent’ and ‘light’ and 
‘stimulated emission’ mean . . . and so on).

That might seem to put paid to the threat of strong 
underdetermination: if we can’t separate out the observable and 
unobservable parts of a theory, we can’t even make sense of the idea 
of distinct theories with the same observational consequences. At 
worst, we might have a case of weak underdetermination, like the 
dark matter/MOND case, where evidence does bear on the debate 
but at present it does so inconclusively. Nonetheless, there are still 
ways in which strong underdetermination might occur.

The first is boring: we can cheat. If theory X, say, involves 
electrons, theory X* might be, ‘All observations occur as if 
electrons exist, just as X says, but actually they don’t exist’. It’s 
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actually quite subtle to say just what’s wrong with a theory like X* 
(it’s an example of what philosophers call scepticism), but the 
problem isn’t really specific to science. (Consider: all observations 
occur as if the Eiffel Tower exists, but actually it doesn’t exist.) If 
we’re interested in the philosophy of science, and not just in 
general philosophical puzzles, we can set this case aside.

The second occurs when two theories are identical except for an 
extra bit in one theory that doesn’t do any explanatory work. If 
theory X is some successful scientific theory, X* might be obtained 
by adding to X a new particle—the ‘irrelevanton’—that doesn’t 
interact with any of the other particles. In that case, the 
irrelevanton just complicates X without adding any scientific 
power to X, and so it seems pretty reasonable scientifically to stick 
with X. (Again, exactly why  this is reasonable can be a bit subtle. 
A hundred years ago, philosophers would have said that the 
irrelevanton is unintelligible. Today, they would be more likely to 
just say that we have no reason to believe it exists.)

The most interesting case brings out a sharp difference between the 
methods of physicists and (most) philosophers. To a working 
physicist, a theory is ultimately expressed in mathematics: a 
collection of mathematical structures describing apparent 
possibilities, some equations that say which apparent possibilities 
are really physically possible. But the world does not just seem to be 
mathematics, and there is at least a strong temptation to require 
more of a theory: some account of what there is in the world 
according to the theory, how it behaves, what causes what, what the 
explanations are. If so, that raises the possibility that two distinct 
theories might have the same mathematical structure (and so, given 
the way physics is done, the same observational consequences).

Is this a real possibility? We have seen that instrumentalists say 
no: to them, any two theories with the same observational 
consequences are really the same theory described two different 
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ways. (But we have seen that instrumentalism is not really viable.) 
Standard scientific realists say yes: according to them, two distinct 
theories can share the same mathematical structure. Structural 
scientific realists (or just structuralists) also say no: they hold that 
two theories with the same mathematical structure are really 
different descriptions of the same theory. The structuralist 
approach is closer to the tacit assumptions used in physics, and I 
mostly adopt it here, but there are many unresolved questions 
about how it is to be understood and differentiated from the 
standard approach.

Scientific realism and theory change

What does the term ‘scientific realism’ in structural or standard 
scientific realism refer to? To the view, standard among most 
philosophers and (at least tacitly) most scientists, that the success 
of our current scientific theories gives us good reason to think that 
they are correct (and not merely useful gadgets to make 
predictions). Electrons, or quarks, or black holes, cannot be 
directly observed—that is, you can’t see, hear, or touch them—but 
(say scientific realists) we still have good reason to think that there 
are such things.

There are two main (and related) arguments for scientific realism. 
Both start with the clear evidence that our best theories of physics 
are really, really effective at describing the physical world. (No-one 
worth taking seriously is an astrological realist, because astrology 
just isn’t a successful theory.) The first argument is then that there 
is no remotely plausible way to understand why those theories are 
so successful, other than by assuming that they are at least roughly 
correct. This is sometimes called the no miracles argument, 
following philosopher Hilary Putnam’s observation that it would 
be a miracle for scientific theories to work so well if they weren’t 
true. For instance, Newtonian gravity predicted the presence of 
Neptune, in a specific spot in the sky; we looked; there it was. 
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That’s unsurprising if Newtonian gravity were correct; if it 
weren’t, it would be a miraculous coincidence.

The second argument for scientific realism is that since (as we 
have seen) there is no real way to separate observational from 
non-observational content in a theory, there is no principled way 
to accept a scientific theory as observationally adequate without 
just accepting the whole theory. So when we are led through good 
scientific methodology to formulate, test, and accept a theory, 
we’re already committed in so doing to accepting the theory 
as true.

Scientific realism might seem just obvious: isn’t doubting our 
well-established theories a sort of anti-scientific scepticism? But 
there are reasons to treat it cautiously. The first we have already 
met: the threat of underdetermination. If we have two theories 
that make the same observational predictions but which 
contradict one another, then (at least) one of them must be 
false—in which case the no-miracles argument can’t be right. 
(This is one reason philosophers have been so interested in 
whether strong underdetermination actually happens.)

The other reason comes from the history of science—especially 
physics. Repeatedly in that history, an established theory has been 
overthrown, even though it was highly successful at making 
predictions. Newtonian gravity, for instance, is in an important 
sense wrong, replaced by the general theory of relativity; so much, 
then, for the idea that the detection of Neptune would be 
miraculous if the theory was wrong! In general, science seems to 
proceed at least partially through revolutionary steps in which old 
theories are replaced by new ones that contradict central claims of 
the old theory. For instance, physicists used to think heat was a 
fluid; now they think it’s random motion of molecules; they used 
to think light was a vibration in an all-encompassing ‘aether’; now 
they think it can exist in the absence of any such thing. This 
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pessimistic argument has historically been the main objection 
raised to realism.

But the extent of theory change can be overstated, even in physics. 
Newtonian gravity is still taught to students, even now, and not 
just as a warm-up exercise (recall that MOND is a ‘modification 
of Newtonian dynamics’). The standard reason given is that 
Newtonian gravity is a very good approximation to general 
relativity in certain circumstances. The question for scientific 
realists is then: does that just mean that the predictions of one 
theory are good approximations for the predictions of the other? 
Or is the content of the old theory still approximately correct in 
the new theory?

The distinction between standard and structural realism is 
important here too. When physicists say that one theory 
approximates another, they normally mean that the mathematical 
structure of the first theory remains approximately realized by the 
second theory. So if the structuralist is correct that a theory is 
completely given by its mathematical structure, then it is not too 
difficult to see how the old theory could still be approximately 
correct even though the new theory is better. (The equations for 
heat flow don’t care whether what is flowing is a fluid or a quantity 
of vibration; the equations for light have roughly the same 
structure in the aether theory as in modern electromagnetic-wave 
theory.) The standard realist has a more difficult challenge.

That concludes our brief tour of general philosophy of science. 
The key points, which will come up repeatedly in what 
follows, are:

	•	 Falsification is a big improvement on induction as a description of 
the scientific method, but it is still only a crude approximation—a 
given observation usually only falsifies a theory given a host of 
background assumptions. So there is no simple, one-off test for 
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when something is science: we have to look at how a scientific 
research programme progresses or regresses.

	•	 Underdetermination—where two different theories give the same 
predictions—is rarely an all-or-nothing affair, because the 
distinction between theoretical and observational claims is blurry. 
Apparent cases of underdetermination often get resolved over 
time as one theory turns out to be more powerful as a framework. 
The only realistic cases of exact underdetermination seem to be 
where two theories are mathematically equivalent; in these cases, 
physicists—and some, but not all, philosophers of physics—regard 
them as the same theory.

	•	 Instrumentalism—the view that a scientific theory is no more 
than its empirical predictions—is widely rejected in philosophy of 
science, again because it relies on a sharp distinction between 
empirical and theoretical parts of a theory which scientific 
practice does not sustain. The predominant ‘scientific realist’ 
position in science and philosophy takes scientific theories 
literally as attempted descriptions of what is really going on in a 
system, even when some parts of that description are invisible to 
the naked eye.

In Chapter 2, I will begin discussing philosophy of physics 
proper—beginning with the philosophy of space, time, 
and motion.
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Chapter 2
Motion and inertia

Cast your mind back to the 17th century—the birthplace of 
modern physics, midwifed by René Descartes, by Gottfried 
Liebniz, by Galileo Galilei, above all by Isaac Newton. This was a 
time when no distinction really existed between philosophy and 
science—when ‘natural philosophy’ just meant ‘science’—but even 
so, it might be surprising to modern readers to realize how fixated 
thinkers of the time were with a quintessentially philosophical 
question: what does it mean for something to move? In this 
chapter we’ll see how physics cannot be done without some kind 
of answer to this question, and how trying to answer it teaches 
deep truths about the nature of space and time. And in Chapter 3, 
we’ll see that those truths are altered by the physics of the 20th 
century—but not transformed out of recognition, so that many of 
the deepest principles of today’s physics still rest on insights that 
can be learned from the physics of the 17th century.

Rest and motion

Here’s a basic posit of Newton’s physics, learned by every 
schoolchild:

Newton’s First Law (naïve form): An object on which no 
force acts that is at rest will remain at rest; or, if moving, will 
remain in motion at a constant speed and in a straight line.
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But what do ‘rest’ and ‘motion’ actually mean here? The most 
straightforward answer is relative motion: particle A is at rest 
relative to particle B if the distance between A and B is 
unchanging. We can make this more detailed, and more useful: 
given some extended object—say, the Earth—motions relative to 
that object give a pretty detailed description of a particle’s 
movement. We can say of a particle, for instance, that it’s 
3,100 metres above the Earth’s surface, at a latitude of 34.0522° N 
and a longitude of 118.2437° W, and if we know how fast those 
numbers are changing, we know how fast the particle is moving, 
relative to Earth, in the north/south, west/east and up/down 
directions. In this way, the Earth defines a material reference 
frame that can be used as a standard of motion.

But relative motion—even motion relative to a material reference 
frame—can’t be what ‘motion’ means in Newton’s First Law. Body 
A might be moving with respect to body B, but stationary with 
respect to body C, so that it’s not uniquely determined whether a 
body is at relative rest or in relative motion. But the First Law just 
talks about motion, not motion relative to this body or that. 
(Newton himself called this absolute motion, or true motion). 
Similarly, Newton’s Second Law says that the acceleration of a 
body is proportional to the force acting upon it, and acceleration—
which is the rate of change of velocity—is again an absolute, with 
no mention of which other body it’s relative to.

(A quick reminder: velocity  is speed plus direction. If you’re 
driving along at 30 miles per hour and you turn left without 
slowing down, your velocity has changed even though your speed 
hasn’t.)

We can see the problem another way, by asking whether Newton’s 
laws are true of motions measured in the material reference frame 
of the Earth. That’s an empirical question, with an empirical 
answer: no, not exactly. They fail to hold in some circumstances 
because the Earth itself is not at rest: it is rotating, sometimes it 
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experiences earthquakes, and so forth. But even to speak of the 
Earth as moving, we can’t use the Earth itself as the body relative 
to which motion is defined.

So what can we use? Astronomers often used to refer to the fixed 
stars—the heavens wheel across the night sky as time passes, but 
really it is the Earth that is rotating, against the fixed background 
of the stars. And indeed, using the stars as a material reference 
frame works much better than using the Earth. But it is still 
imperfect, for a similar reason: the stars are not, after all fixed 
(and Newton and his contemporaries knew as much). They move 
among themselves, as they collectively revolve around the centre 
of the Galaxy, and as the Galaxy itself falls towards its neighbour.

There is no simple solution here. If we want a material reference 
frame sufficient to define the motions that satisfy Newton’s laws, it 
must be defined with respect to bodies that do not in any way 
move among themselves—a rest frame, if you like. And there are 
no such bodies.

Newton himself believed—and forcefully argued—that the only 
way to define ‘motion’ adequately was to admit something else to 
our picture of the world, something additional to all of the moving 
matter, something which would persist even if the matter was to 
vanish: absolute space. Newton’s own concept of absolute space 
was heavily theological—he referred to it as ‘the sensorium of 
God’—but the scientific case for absolute space can be made with 
no theology at all: it is the thing that defines the rest frame, the 
unchanging reference standard against which motions can be 
defined.

This idea of space as a thing separate from matter is called 
substantivalism by philosophers, and contrasts with relationism, 
the view that all there is in the world is matter. Substantivalists 
believe space is a substance, a thing itself over and above the 
material contents of the world; relationists believe ‘space’ is just a 
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pretty way of talking about the relations that hold between bodies. 
This might seem to be an arcane, even a semantic debate, but 
Newton’s arguments show its significance for physics: if all that 
exists is matter, we don’t seem to have any way to define the rest 
frame that we need to do physics.

Now, philosophers disagree with one another (shock!) as to 
whether absolute space is necessary for the idea of a background 
rest frame to make sense; for our purposes, though, what really 
matters is not the nature of that rest frame but the fact that 
physics seems to need that frame and that it provides a 
background against which physics plays out. It is not itself a 
player in the dynamical games of physics—it just sits there—but 
it provides the standards of measurement by which those 
dynamical games can be defined, for the material bodies that 
obey the laws of physics in the foreground. As a purely 
philosophical matter, physics didn’t have to be like this—one can 
imagine a physics expressed entirely in terms of relative 
distances and their changes, and indeed models of such physics 
have been constructed—but to correctly describe the actual 
physics of the systems Newton wished to study, the background 
seems necessary.

The relativity principle

But there is something a little strange about using motion relative 
to an absolute rest frame as the basis of mechanics, rather than 
motion relative to other material bodies. After all, we can see 
material bodies, and so we can see whether something is moving 
relative to them. We can’t see the rest frame. (In Newton’s terms: 
the points of absolute space are invisible.) Using an unmoving, 
immaterial reference frame to define motion seems of little use as 
long as we cannot detect motion.

Newton himself was well aware of the problem: in his Principia 
Mathematica he writes
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It is indeed a matter of great difficulty to discover, and effectually to 

distinguish, the true motions of particular bodies from the apparent 

[i.e., the relative motions]; because the parts of that immovable 

space, in which those motions are performed, do by no means come 

under the observation of our senses. Yet the thing is not altogether 

desperate . . .

He goes on to consider an ingenious thought experiment: a pair of 
heavy globes connected by a string. The relative motions don’t tell 
us if the whole setup is at rest, or if it is whirling around at high 
speed: either way, the distance between the globes doesn’t change 
over time. But—according to Newton’s theory itself—the tension 
in the string will be higher if the globes are rotating around one 
another. Indeed, if the string is under tension, we can see whether 
pushing on the globes in various ways increases or decreases that 
tension, and so determine not just whether and how rapidly the 
globes are spinning, but about what axis.

This illustrates one of the general themes of Chapter 1: scientific 
observations are theory-laden, so that what can or cannot be 
observed and measured in a theory is not a simple matter to 
determine but depends on the details of the theory itself. In 
Newtonian mechanics, absolute rotation is observable, even 
though it isn’t directly present to the senses, via its dynamical 
relation to things that are more straightforwardly measured.

But can all motions be so detected? No. Consider this famous 
passage from Galileo:

Shut yourself up with some friend in the main cabin below decks on 

some large ship, and have with you there some flies, butterflies, and 

other small flying animals. Have a large bowl of water with some 

fish in it; hang up a bottle that empties drop by drop into a wide 

vessel beneath it. With the ship standing still, observe carefully how 

the little animals fly with equal speed to all sides of the cabin. The 

fish swim indifferently in all directions; the drops fall into the vessel 
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beneath; and, in throwing something to your friend, you need 

throw it no more strongly in one direction than another, the 

distances being equal; jumping with your feet together, you pass 

equal spaces in every direction. When you have observed all these 

things carefully (though doubtless when the ship is standing still 

everything must happen in this way), have the ship proceed with 

any speed you like, so long as the motion is uniform and not 

fluctuating this way and that. You will discover not the least change 

in all the effects named, nor could you tell from any of them 

whether the ship was moving or standing still

Galileo’s point is that the absolute velocity of a system of bodies is 
not detectable by any means available to a scientist who is part of 
that very system, because the relative motions of the bodies are 
unaffected by their overall velocity. Only by relating the bodies to 
some external system can the motion be detected (hence Galileo’s 
injunction to be below decks, where the moving sea cannot 
be seen).

Is this correct? It certainly sounds intuitive (especially in the 
modern era of air travel: the author has more than once forgotten 
whether the plane he is on has taken off or not, a difference in 
absolute velocity of some 300 metres per second)—but couldn’t 
there be some subtle effect that sufficiently precise measurements 
could detect?

There could not, according to Newtonian mechanics itself. The fact 
that relative motions among a group of bodies are unaffected if 
they are all given the same velocity is something that can be 
derived from the equations of mechanics. In the parlance of 
physics, it is a dynamical symmetry, a transformation of a system 
that leaves unchanged the physics governing that system and so 
cannot be detected by physical processes within the system. 
Whether a given transformation is a symmetry of a system 
depends which theory correctly describes that system, and so 
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ultimately is a matter of experiment—but for a given theory it is 
just a mathematical fact what its symmetries are. In the case of 
Newtonian physics, velocity boosts—transformations where all 
bodies are increased in speed by the same amount, in the same 
direction—are, provably, symmetries. And so Galileo is right: 
velocity boosts are undetectable in Newtonian mechanics.

The postulate that velocity boosts are symmetries is called the 
principle of relativity. In popular culture it is of course associated 
with Albert Einstein, but the basic idea is hundreds of years older. 
And it creates a potentially severe problem for Newton’s physics: it 
tells us that, contra Newton’s suggestion, it is in principle 
impossible, according to physics itself, to detect whether or not 
something is moving with respect to the rest frame.

Inertial reference frames

To review: we seem  to have established that:

	1.	 We need to posit absolute space to provide a ‘rest frame’ with 
respect to which the motions used in Newton’s laws can be 
defined (or, at any rate, we need that rest frame itself, and it can’t 
be replaced by any frame defined by some of the material bodies);

	2.	 It is impossible to detect whether a body is at rest or in 
uniform motion.

These look contradictory. If we can’t detect motion relative to 
absolute space, even indirectly, then how can that notion be 
required by physics? To see that there is no true contradiction, let’s 
define an inertial reference frame (or just inertial frame) as any 
reference frame moving at constant velocity as measured by the 
rest frame—that is, for Newton, by absolute space. Bodies at rest 
with respect to some inertial frame are moving inertially—that is, 
in a straight line, at a constant speed—according to the rest frame, 
and indeed according to any other inertial frame.
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The content of the relativity principle is now that physics can be 
done equally well using the standard of motion defined by any 
inertial frame—it doesn’t have to be the rest frame. And, indeed, 
we can (mostly) see this just by looking at Newton’s laws: the First 
Law says that a force-free body either remains at rest or moves at 
constant velocity, but if a body does so relative to one inertial 
frame, it does so relative to all inertial frames. And the Second 
Law relates acceleration to force—but because acceleration is rate 
of change of motion, the acceleration of a body is the same in any 
inertial frame.

What we require to do physics then, is some inertial frame or 
other. Given one such frame, we can construct indefinitely many 
other such frames—but we don’t need to know which frame is the 
rest frame, and indeed, we can’t know, because of the relativity 
principle.

Let’s now return to the puzzle of how absolute motion can be 
detected (since we can’t see the inertial frames, any more than 
we can see absolute space). Newton’s example of the two globes 
demonstrates that we can determine whether a body is rotating 
by looking at the internal tensions within it. (Note that rotation 
isn’t affected by changes of absolute velocity, so that if a body is 
rotating with respect to one inertial frame, it’s rotating with 
respect to all of them.) His method works only because we 
presuppose Newtonian mechanics: we only know that there is 
tension in the string because the theory tells us that there should 
be. The generalization is: we find the absolute motions by 
looking at the relative motions and then asking ourselves: what 
would the motion of an inertial frame have to be, relative to all 
these bodies, in order that their motions relative to that frame 
satisfies Newton’s laws? We know that process won’t give us a 
unique choice of inertial frame, because of the relativity 
principle, but we can hope that for a sufficiently complex system, 
it will give us a unique choice up to uniform velocity boosts—or, 
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put another way, that it will give us the whole collection 
of inertial frames, even as it does not pick out one of them 
as preferred.

Figure 1 provides an illustration of this. In Figure 1(a), the 
motions of three particles A, B, C are shown with respect to an 
inertial frame in which A is at rest; B is moving, but in a straight 
line at constant speed; C is wobbling from side to side but not 
systematically going anywhere. Figure 1(b) redraws the same 
situation in an inertial frame where B is at rest; now it is A that is 
moving in a straight line at constant speed, while C continues to 
wobble, and now drifts to the left. The two inertial frames disagree 

Time

(a)

(b)

Space

A
B C

Time

Space

A
B

C

1.   Motion in two inertial frames: (a) motion in particle A’s inertial 
frame; (b) motion in particle B’s inertial frame.
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as to which particles are at rest and which are at motion, but they 
agree that A and B are moving inertially and that C is not.

From this perspective, we can rewrite Newton’s First Law:

Newton’s First Law  (absolute-space version): An object on 
which no force acts will move in a straight line at constant 
speed relative to any inertial reference frame.

The concept of spacetime

Our new version of Newton’s law makes no reference to 
‘absolute space’ or to any ‘rest frame’, and so it is tempting to 
think that we can stop talking about absolute space altogether. 
But we need to be cautious. Recall the definition of an inertial 
frame: it’s a frame moving at constant velocity relative to 
absolute space. If we excise absolute space from the theory, we 
seem to have lost the ability to say what an inertial frame 
actually is.

We could just accept that absolute space is required conceptually 
for our theory, even though it cannot be observed (even 
indirectly). In the language of Chapter 1, this would be a case of 
underdetermination (not of the correct theory, but of some fact 
about the world). Most philosophers regard this as a coherent 
possibility, but they tend to be uncomfortable about it—and 
physicists are usually even more uncomfortable. There is at least a 
strong pressure to find a way of thinking about the theory which 
removes the underdetermination.

To see how this might be done, recall the idea of absolute space as 
a background for physics: something which doesn’t obey dynamical 
laws itself but defines the concepts that those dynamical laws 
require. Absolute space provides two separate notions of 
‘background structure’ required for physics:
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	1.	 Spatial geometry: absolute space provides the standard that 
defines what the distance is between two bodies (which 
mathematicians call a ‘metric’). This structure is Euclidean 
geometry, in the language of geometers, and it is just posited, with 
no suggestion (at least until Einstein) that it should have any 
dynamics of its own.

	2.	 Rest-frame structure: absolute space provides a definition of rest 
and motion, enough to define the absolute velocity of any body.

A third piece of structure, also required, is given by absolute time, 
which (for Newton) is also a background notion:

	3.	 Temporal metric: absolute time determines the elapsed time 
between any two events.

What the relativity principle tells us is that we don’t require quite 
this much structure. We need spatial geometry; we need a 
temporal metric; we need some of the rest-frame structure, but 
only enough to tell us how much objects are accelerating (and 
which objects are not accelerating)—we don’t need the full 
distinction between rest and motion.

Physicists have a very elegant way to think about these various 
structures, called spacetime. (The word ‘spacetime’ was not coined 
until the 20th century, as part of mathematician Herman 
Minkowski’s exploration of Einstein’s physics, but the concept is 
just as applicable to Newtonian mechanics.) Mathematically, 
spacetime is just a combination of space and time into one: if each 
point in space corresponds to where something might be, and 
each point in time corresponds to when something might occur, 
then a point in spacetime corresponds to both at once. That makes 
spacetime four dimensional: we need three numbers to say where 
something is in space (say, how far it is from a reference point in 
each of three directions) and one number to say when something 
is in time (say, the time at which it occurs, relative to some 
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preferred moment like the year 0 ce), then we need four numbers 
to say both—and all mathematicians mean by a ‘four-dimensional 
space’ is a collection of things that are labelled (in an 
appropriately smooth way) by four numbers.

You don’t need to be able to visualize things ‘in four dimensions’ to 
use the spacetime concept. In fact, here’s a trade secret: hardly 
anyone, including professional physicists and mathematicians, 
really thinks in four dimensions—they just pretend the space 
they’re thinking of is two or three dimensional and trust the maths 
to tell them when that pretence stops working. Let’s try that trick 
here: pretend for now that space is only two dimensional, and 
think of it as a vast sheet. Given you can’t see space, in fact, let’s 
visualize it as a vast, thin sheet of Perspex. To get spacetime, stack 
many (strictly, infinitely many) copies of the sheet one on top of 
another: that whole infinite pile of spaces is spacetime. If you 
imagine taking a very thin needle and pushing it through the pile 
from bottom to top, so that it pierces each sheet once, then the 
path taken by the needle can be thought of as representing the 
trajectory of a particle: at each time, the hole in the sheet at that 
time represents where the particle is at that time.

We can now think of the various bits of background structure we 
just discussed as different bits of the structure of spacetime. The 
spatial geometry tells us the geometry of each of the copies of 
space: each of the sheets of Perspex, in our imagined model. Given 
two points on the same sheet, the spatial geometry tells us how far 
apart they are. The temporal metric tells us the separation in time 
of any two different copies of space.

What about the rest-frame structure? It can be thought of as 
telling us how the points of absolute space themselves evolve in 
time. Given two points in spacetime—two points on different 
copies of space—they either represent the same point of absolute 
space, or different points. This then allows us to define which 
particle trajectories—which paths through spacetime—represent 
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inertial motion, and which represent accelerated motion. You can 
think of this as a preferred, special set of paths through spacetime: 
each one represents a particle at rest. The whole construction—
spacetime, the spatial geometry, the temporal metric, and the 
rest-frame structure—is called Newtonian spacetime, in the 
normal terminology of philosophy of physics.

To do physics, though, we don’t need the rest-frame structure, just 
the inertial structure, and we can represent this on spacetime by a 
whole family of preferred, special sets of paths in place of the 
single set of paths that defined the rest-frame structure. Each 
member of the family picks out one inertial frame—one collection 
of particles all moving at the same constant speed—but we don’t 
regard one as preferred to the others. Doing so makes spacetime a 
little less structured: the resultant object is called Galilean 
spacetime, honouring Galileo’s discovery of the relativity principle.

Does spacetime explain?

Newton’s scientific case for absolute space was that it was required 
in order to define motion. From that point of view, spacetime 
might seem a friendly amendment to Newton’s substantivalism: 
positing an enduring physical space was, in hindsight, overkill, 
because that gives us an unneeded notion of absolute rest, but 
positing (Galilean) spacetime is just what’s required to equip 
physics with the background it needs. From this spacetime 
substantivalist perspective, spacetime is no mere mathematical 
construct or abstraction, but a physical background, replacing the 
separate notions of space and time. We can’t detect it directly, but 
it’s conceptually necessary to make sense of our physics.

There is a lot to be said for this approach—but there is also 
something a bit puzzling about it. In Newton’s picture, it’s at least 
reasonably clear what motion is: something moves if it occupies 
different points of space at different times; it is at rest if it stays at 
the same point of space as time passes. The spacetime 
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replacement picture gets rid of the motion/rest distinction in 
favour of an inertial/non-inertial motion distinction, and then 
declares that something is moving inertially provided that the 
inertial structure of spacetime says it is.

But that starts to sound circular: ‘motion is inertial if and only if 
it’s one of the inertial-structure-preferred motions’. How do we 
understand what the inertial structure is, if it’s not, by definition, 
the list of which motions are and aren’t inertial? And if we can’t 
understand it except by that definition, aren’t we still left unsure 
what ‘inertial motion’ actually means?

There are basically two ways to respond to this concern. The first 
is to double down on the spacetime-substantivalist idea. We take 
the package of structures with which spacetime is equipped—
spatial geometry, temporal metric, inertial structure—and just call 
it spacetime geometry. And we treat that spacetime geometry as a 
primitive feature of the world, irreducible to any facts about 
dynamics. The ‘inertial structure’ does indeed define a family of 
trajectories in spacetime, but that’s just a basic, uninterpreted fact 
about the world. We then say that it’s a substantive law of physics 
that, in fact, bodies on which forces don’t act move along members 
of that family of trajectories. (A world in which force-free bodies 
moved some different way is conceptually possible, but the laws of 
physics tell us that our world isn’t like that.) In this geometry-first  
approach to spacetime structure, it’s a substantive fact about the 
world that it has the spacetime geometry it has, and a separate 
substantive fact that the geometry meshes with the dynamics in 
the way it does.

This first approach is probably the majority position among 
philosophers. But in making the logical separation it does between 
geometry and dynamics, it does leave us puzzled about what we 
actually mean when we say ‘spacetime has such-and-such geometry’. 
Now, ultimately we have to take some concepts as primitive, 
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unanalysed, and perhaps spacetime geometry is one such concept. 
But there is an alternative, which might be called dynamics first.

The dynamics-first approach (which I’ll admit to being more 
sympathetic to myself ) just takes as a definition that ‘inertial 
frames’ are frames in which force-free bodies move inertially. 
From that point of view, there isn’t really any further analysis of 
the frames to be given: the laws of physics just make the claim 
that there are some  frames with respect to which force-free bodies 
move in straight lines at constant speed, and then defines those as 
the inertial frames.

The difference between these approaches comes out most clearly 
when we think about the role of spacetime geometry. For the 
geometry-first approach, spacetime geometry explains  various 
facts about the dynamics: because physical laws are always 
formulated with respect to some spacetime background, the 
geometry of that spacetime constrains what those laws might be. 
For the dynamics-first approach, spacetime geometry just codifies 
those facts about the dynamics: spacetime has the geometry it 
has because of the laws of physics, not vice versa. And as a 
consequence, it really matters for the geometry-first approach that 
spacetime is a physical thing; for the dynamics-first approach, it’s 
as natural to think of it as a formal, mathematical tool (though it’s 
contentious if that’s really required by the approach, or even if it 
really makes sense).

Is anything at stake in this debate? I hope that the questions are 
fascinating in their own right—they concern deep matters of how 
the world is structured—but at a somewhat more practical level, 
they matter when we start to consider the evidence that the 
inertial structure of the world is not after all an unchanging 
background, but something that is affected, even determined, by 
matter and its dynamics. That evidence, and its implications, will 
be our focus for the last part of this chapter.
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Inertia and gravity

Outer space is a ‘zero-gravity’ environment: astronauts in orbiting 
spacecraft are not pulled towards the floor, objects that they drop 
or throw just move in straight lines until they hit something, and 
everyday life in outer space is either strange and exhilarating (if 
you believe NASA publicity videos) or else really inconvenient 
(if you believe what astronauts actually say in hindsight about it).

Why is it a zero-gravity environment? Far too often one hears that 
it’s because there is no gravity in space (presumably because it’s far 
away from the Earth’s gravitational pull). This is nonsense. The 
Earth has a radius of about 6,400 kilometres; the International 
Space Station orbits about 500 kilometres up; the gravitational 
pull of the Earth at 6,900 kilometres distance is scarcely less than 
at 6,400 kilometres. A better way to understand why astronauts 
don’t experience gravity is that everything in an orbiting 
spacecraft is moving freely under gravity, at the same rate: the 
astronauts, their possessions, and the walls of the spacecraft itself. 
So gravity does indeed pull the astronaut towards the wall of the 
spacecraft, but it also pulls the wall of the spacecraft away from 
the astronaut, and to exactly the same degree. Hence the better 
name for ‘zero gravity’: free fall.

The reason this works is that gravity is what physicists call a 
‘universal’ force: the acceleration it induces on a body is the same 
for small bodies and for large. (Contrast electrical forces, for 
instance: electrons are negatively charged, so they are attracted by 
the electric force of a big positively charged object; protons, being 
positively charged themselves, are repelled. But there is no analogue 
of this in gravity, no ‘anti-gravitational’ matter that is repelled by the 
gravitational field of the Earth, or even that feels it a bit less.)

But universal forces pose a puzzle for our understanding of 
inertia. Suppose you are an astronaut on the first interstellar space 
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mission, and in all the excitement you fall asleep. On waking, you 
find yourself weightless, so your spaceship has at least left the 
Earth’s surface, and the engines aren’t currently turned on—but 
you don’t know if the ship is (a) still in Earth’s orbit, ready for a 
last conversation with Mission Control; (b) partway to Jupiter 
Base, where you’re going to refuel; or (c) in the space between the 
stars. Without looking out of the window or asking someone, you 
have no possible way of knowing, because in each case you are in 
free fall, and so you can’t do any experiment to detect the 
gravitational field.

This should sound familiar. It has very much the same structure 
as Galileo’s thought experiment of the ship: just as uniform 
velocity is undetectable, so are uniform external gravitational 
forces. But recall the lesson of that thought experiment: because 
absolute velocity boosts can’t be detected, we can’t need a notion 
of absolute rest to formulate physics. The analogous argument is: 
if we can’t detect whether a system is uniformly accelerating 
under some external gravitational field, it can’t be necessary to 
formulate the physics of that system to distinguish between the 
absence or presence of an external gravitational field.

What is the alternative? This: just as Newton’s laws hold not just 
with respect to the rest frame but to any inertial frame, so they 
hold with respect to any frame that is falling freely under gravity.

This is a radical rethinking of how inertial motion works in physics. 
First, it means a force—like gravity—that is universal is not a force 
at all: forces, according to Newton’s laws, cause deviations from 
inertial motion, and free motion under gravity just is inertial 
motion. Instead, gravity defines the inertial frames, and then the 
other forces in the world—the non-gravitational interactions—tell 
us how objects accelerate relative to those inertial frames.

Second, it breaks the idea that inertial structure is background 
structure. If the inertial frames are determined by the 
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gravitational interactions, and thus by the distribution of masses, 
then inertial structure is no longer a fixed background against 
which physics plays out.

Finally, it tells us that inertial structure is local. Thus far, an 
inertial reference frame has been something that can be defined 
for the whole Universe at once—but if inertial structure is 
determined by gravitational effects of matter, and if those effects 
vary from place to place, then inertial structure likewise must vary 
from place to place. The notion of a single collection of inertial 
frames is replaced by a patchwork, one collection for each little 
region of spacetime. This in turn requires us to set rules for how 
adjacent collections of frames are related to one another; these 
rules are what physicists mean by spacetime curvature.

(Einstein is generally credited with this remarkable insight about 
gravity: he considered what it would look like to be in an elevator 
that was falling freely through its shaft, and concluded that it 
would be as if there was no gravity at all. Famously, he called this 
realization ‘the happiest moment of my life’. But Newton must 
have understood it to some degree: the Earth–Moon system, for 
instance, is constantly accelerating as it orbits the Sun, yet 
Newton knew that he could apply his physics to the Earth and the 
Moon as if the Sun were absent.)

Is this change in our conception of inertia required, though? 
Arguably not. We could carry on claiming that inertial structure is 
absolute and unaffected by gravity—but the cost is that the 
‘inertial’ structure becomes quite undetectable, rather as the 
absolute rest frame was undetectable given the relativity principle. 
This is a live possibility on the geometry-first way of thinking 
about spacetime, where there is no conceptual relation between 
spacetime structure and the motions of bodies. From that 
perspective, these insights about free fall at most suggest that we 
should look for a different spacetime structure ( just as the 
unobservability of absolute rest was a good reason to get rid of 
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absolute space, but didn’t actually force us to do so). By contrast, 
on the dynamics-first approach, the realization that inertial 
motions are determined by gravity is directly a discovery about 
spacetime structure. The distinction is subtle, to be sure, and 
there is plenty of room for disagreement, but the case of gravity 
rather forcefully makes the case for understanding the geometry 
of spacetime as codifying, not as logically independent from, the 
notions of inertia used in the laws of physics.

Most of the philosophy in this chapter was developed in the past 
few decades—some of it is cutting-edge work—but the physics is 
centuries old. In Chapter 3 we will catch up with modern physics 
and consider the conceptual questions raised by the theory of 
relativity—but we will see that most of the insights we have 
acquired here transfer over to that newer, and stranger, theory.
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Chapter 3
Relativity and its philosophy

In popular culture, the central idea of the theory of relativity—the 
source of its name, indeed—is Einstein’s deep insight that motion 
is relative. Armed with that insight (it is said) Einstein went on to 
revolutionize our understanding of space and time, overthrowing 
the ideas that had reigned since Newton.

We have already seen that this cannot be the whole truth—the 
principle of relativity (though not the name) dates back at least to 
the 17th century. The original of relativity theory, as we will see, 
actually comes from the apparent incompatibility of the relativity 
principle with other, apparently secure, discoveries of late 
19th-century physics, and from Einstein’s insight that compatibility 
could be restored at the cost of changing how we think of space 
and time. In this chapter, we will see how this trick is done, explore 
some of its paradoxical consequences, and reconsider the puzzles 
and controversies about motion and space that we explored in 
Chapter 2 from this new and unintuitive perspective.

Problems for the relativity principle: light as a wave

Try to solve this elementary maths problem:

A fighter aircraft, on the ground, can fire bullets at a speed 

of 340 metres per second. The aircraft has a top speed of 
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260 metres per second. If it fires its bullets forward while flying at 

that top speed, how fast are they going?

The obvious answer is of course 340 + 260 = 600 metres per 
second, and (if we neglect air resistance) that is the physically 
correct answer too.

But here’s a structurally similar problem with a different answer:

The sound waves emitted by a fighter aircraft’s engines travel at 

340 metres per second. The aircraft has a top speed of 260 metres per 

second. You are in front of the aircraft and hear its engines; how 

fast are the sound waves going when you hear them?

The right answer here  isn’t 340 + 260 = 600 metres per second: 
it’s just 340 metres per second. Sound waves travel at the speed of 
sound, no matter how fast the source of the sound might be going.

Why is there a difference? Bullets are flung out of a gun: they pick 
up the speed of the gun. But sound waves propagate in the air: the 
speed they travel at is fixed by the physics of the air and doesn’t 
depend on how fast the source of the sound is going. (The 
frequency of the sound waves depends on the speed of the 
source—this is the famous Doppler effect, familiar to anyone who 
has heard the wail of a police siren change pitch as it passes 
them—but the speed does not.)

A corollary is that how fast the sound is going relative to you 
depends on how fast you are going relative to the air, whereas for 
the bullet stream, that hardly matters at all: only your speed 
relative to the source of the bullets matters. The lesson generalizes 
to any wave-like phenomena (sound waves in solid objects, water 
waves on the sea, etc.): the speed of a wave is fixed relative to the 
medium that the wave travels in, and does not depend on the 
speed of the source of the wave. But you will only observe the 
wave speed to be constant if you are stationary with respect to the 
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medium. If you are moving in the medium, you will observe that 
the waves have different speeds depending on which way they 
are going.

Here’s a different way to put it, drawing on the ideas of Chapter 2. 
The speed of a wave is defined with respect to a special choice of 
inertial frame: the frame in which the medium that is waving is 
stationary. If you measure the speed of the wave in any other 
inertial frame, you’ll get a different answer, and an answer that 
depends on the direction that the wave is going. On the other 
hand, the speed of a bullet is defined with respect to the inertial 
frame in which the source of the bullet is at rest.

Does any of this violate the principle of relativity? Not really, any 
more than the fact that objects fall down violates the idea that 
there is no preferred direction in space. In each case, some 
material thing is breaking the underlying symmetry of the laws. 
But the physics of that thing itself still obeys the principle of 
relativity: if the air itself is in motion, for instance, then the speed 
of sound is measured relative to that moving frame.

But this argument does rather rely on the fact that sound waves in 
the Earth’s atmosphere are a local, even parochial phenomenon. 
If, impossibly, the whole Universe was filled with air, and if that 
air never displayed wind or other local movement, then it would 
be impossible to get outside the local, symmetry-broken 
environment. In that situation, it would become less clear whether 
the relativity principle really holds.

The Universe is not filled with air, but it is filled with light. And 
while it isn’t obvious or intuitive that light is a wave, by the 
beginning of the 20th century there was a great deal of evidence 
that it was. The great physicist James Clerk Maxwell, building on 
a half-century of important work, had established that a changing 
magnetic field could create an electric field, that a changing 
electric field could create a magnetic field, and that the whole 
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process—electric to magnetic to electric to magnetic to . . .—would 
be self-sustaining, and would travel through space at light speed. 
The idea that light just was that wave received spectacular 
experimental confirmation, most notably in the creation, 
transmission, and reception of radio waves in the late 19th 
century.

If light is a wave, that seems to imply a medium in which it 
travels—a medium which the physicists of the day called aether, 
undetectable to the senses but essential for the understanding of 
light. The speed of light would be independent of the speed of a 
source, but would be defined relative to the aether rest frame.

That raises two puzzles: one conceptual, one practical. The 
conceptual puzzle is: doesn’t this conflict with the principle 
of relativity? After all, the aether isn’t local or parochial like 
the Earth’s atmosphere: since light can exist anywhere, the 
aether must fill space. And an undetectable, space-filling 
medium relative to which the motion of light is defined starts to 
sound a lot like an absolute rest frame, a lot like Newton’s 
absolute space—concepts which we got rid of (didn’t we?) back 
in Chapter 2.

The practical puzzle is: if there is, after all, an absolute rest frame 
that defines the speed of light, how fast are we moving relative to 
it? The Earth is rotating around the Sun, and the Sun is in turn 
rotating around the centre of the Galaxy; there is no obvious 
reason to expect the aether frame to coincide with the motion of 
the Earth. And—unlike in the Newtonian case—it looks as if it 
ought to be possible to measure the Earth’s speed relative to the 
rest frame, just by measuring the speed of light in different 
directions. (Recall: you get the same speed in all directions for 
a wave only if you are stationary with respect to the medium 
that is waving—and if you get a different speed in different 
directions, that lets you measure how fast you’re moving relative 
to that medium.)
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Now, these are not easy experiments to do. Light moves at a 
staggering 300 million metres per second (nearly 700 million 
miles per hour); meanwhile, the Earth’s velocity relative to the 
Sun is around 30,000 metres per second, and the Sun’s velocity 
relative to the centre of the Galaxy is around 150 metres per 
second. So we are talking about very subtle predictions, very tiny 
changes in the measured speed of light. But it can be done, and 
the result is quite clear (and, indeed, it was pretty clear even in the 
early 20th century): if there is an aether frame, Earth is not 
moving relative to it. Put another way: in the Earth’s reference 
frame, the speed of light does not depend on its source.

It was already a bit disturbing to have to accept the aether at all, 
and effectively to give up on the principle of relativity. It is even 
more disturbing to find that something as parochial as the Earth 
fixes the aether frame. One can come up with reasons, of course—
physicists in the early 20th century talked of aether drag, whereby 
the aether is pulled along by massive bodies—and those reasons 
might have led to fruitful research programmes. But there is still a 
feeling that we may be missing something.

The rise of relativity

Let’s review the dilemma. If light is a wave, then there must be a 
medium in which it travels. That medium effectively defines a rest 
frame, in conflict with the principle of relativity; and we can 
detect that rest frame by looking for the frame in which the speed 
of light is independent of the source. So we either have to give up 
on the principle of relativity (and thus abandon our discoveries 
about space and inertia) or give up on the wave theory of light 
(and thus abandon all those remarkable experimental 
predictions).

In ordinary human life, clashes between irreconcilable principles 
are sadly common, and compromise or prioritization are the only 
ways forward. But the history of physics tells us that Nature really 
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doesn’t like to compromise. When two deep principles of physics 
appear to be in conflict, it very often turns out that what must be 
abandoned is not either principle, but some hitherto-unquestioned 
background assumption.

So, following Albert Einstein in 1905, let’s ask: what if the 
relativity principle still holds, and  the speed of light is 
independent of the speed of the source? Putting those together 
tells us that the speed of light is independent of the speed of the 
source in all reference frames. That looks impossible—but let’s 
look a bit more closely. Specifically, suppose I fire a pulse of light 
at 300 million metres per second, and you chase it at, say, 200 
million metres per second. Then the light is getting ahead of you 
by only 100 million metres per second, so (surely?) that’s how fast 
you’ll measure it as moving. (And if you had run in the opposite 
direction, you’d measure it as moving at 500 million metres per 
second).

But to measure the speed of light in your reference frame, you’ll 
need to bring along some measuring tape—or, better, a nice rigid 
measuring rod—and a good watch. You will measure the light 
you’re chasing as moving at 100 million metres per second only if 
your measuring rod, and your stopwatch, agree with mine. And 
what Einstein realized was that this is a substantive physical 
assumption, not just a truism. He showed that we can hold on to 
the relativity principle and hold on to the idea of the speed of light 
being independent of the source—provided we are willing to let 
not just our standard of motion but our standards of spatial and 
temporal geometry vary from one inertial frame to another. That 
is: in Einstein’s theory of relativity, notions like spatial distance and 
temporal duration, cease to have an absolute, frame-independent 
meaning. What is ‘relative’ in relativity is not just motion, but time 
and space.

What all that means mathematically is, a century later, beyond all 
dispute. And equally beyond dispute is that the mathematics 
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works: Einstein’s modified laws on how reference frames are 
related are at the core of modern astrophysics and particle physics. 
But what it means conceptually—how to understand it—is 
another matter, and we will spend most of the rest of the chapter 
exploring it.

Time dilation and the twin paradox

I just described the content of relativity in terms of the relation 
between different observers in different reference frames. But its 
central physical implications can be described for a single 
reference frame. The two main ones are:

	•	 Time dilation—In a moving system, all the physical processes 
slow down relative to those same processes in a stationary system. 
In particular, a clock that kept good time when stationary will run 
slow if it is in motion.

	•	 Length contraction—A moving object shrinks (in the direction of 
motion) compared to the same object when stationary. In 
particular, a stationary measuring rod will be shorter in motion 
than it was at rest.

(There is a third, more subtle, effect, which we will discuss 
shortly.)

It is because of length contraction and time dilation that I can 
accept that a moving observer speaks truly when they say 
‘I measured the speed of light and got 300 million metres per 
second’, even while I myself got the same result for my own 
measurement. The two are not contradictory because—as I 
describe it—your measurements were actually made with slowed 
clocks and shrunken measuring rods, and so by my lights they 
need to be rescaled in order to be accurate. The two raise closely 
analogous issues; for reasons of simplicity and space, I will focus 
on time dilation.
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Time dilation is a directly observable prediction of relativity. 
Because the speed of light is so fast, it is most pronounced in the 
behaviour of sub-atomic particles (the only things we can 
realistically accelerate to speeds close to light speed). Many of 
these particles are unstable—they decay into other particles—and 
they have characteristic decay times, which makes them clocks of 
a sort. Relativity predicts that these decay times slow down, the 
faster the particles are moving, and exactly this is observed, both 
in human-built particle accelerators and in the natural 
experiments that occur when fast-moving cosmic rays hit the 
Earth’s atmosphere. The predicted time dilation can be 
significant—a factor of ten in cosmic-ray experiments, for 
example—and experiments exactly reproduce those predictions. 
Large time dilations for massive objects are harder to produce, but 
modern atomic clocks are so accurate that they can measure even 
the tiny time dilations caused by putting the clock in an airliner. 
Again, the experiments reproduce the predictions.

Yet there is an apparent contradiction in the very idea of time 
dilation. Moving clocks run slowly, I said—but motion is 
relative. If you are moving rapidly relative to me, I predict 
that your clock runs slowly. But I am moving rapidly relative 
to you, and—according to the relativity principle—you 
predict that it is my clock that slows down. That starts to sound 
close to a contradiction: how can two clocks each run more 
slowly than the other? If A is twice as slow as B, and B in turn 
is twice as slow as A, doesn’t that make A four times as slow 
as itself?

This clock paradox  can be sharpened into one of the most famous 
thought experiments in physics, the twin paradox. Two twins fall 
out badly, and one of them heads off, in a rocket and in a huff, at 
(say) 80 per cent of light speed. Five years later (as measured on 
the Earth), he regrets his anger and heads back at the same speed 
(Figure 2).
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The stay-at-home twin reasons thus: my twin has been travelling 
for ten years, at 80 per cent of light speed: relativity predicts that 
time will have slowed down for him. His clock, his smartphone, 
and his ageing process will all have advanced only (as it happens) 
six years. So when he returns, he will be younger. (For vastly lower 
speeds, and vastly smaller effects, those experiments where clocks 
are carried around the world by airliners effectively have this 
form—so the observed slowing down of the moving clock on the 
airliner can be thought of as an experimental confirmation of this 
predicted slowdown.)

But wait (the stay-at-home twin goes on). This whole time, I have 
been travelling at 80 per cent of light speed relative to him. So he 
is just as entitled to conclude that I will be younger than him. But 
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2.  The twin paradox.
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we can’t both be younger than each other! Just as with the clock 
paradox, the twins thought experiments appears to make time 
dilation not just problematic or puzzling, but actually inconsistent.

The inconsistency in each case turns on the apparent symmetry 
between two accounts of what is going on. In the clock paradox, 
the moving clock runs slowly with respect to the stationary one, 
and then the principle of relativity seems to say that by the same 
token the stationary clock runs slowly with respect to the moving 
one. In the twin paradox, the moving twin ages less than the 
stationary one, and then the principle of relativity seems to say 
that by the same token the stationary twin ages less than the 
moving one. The beginning—though not the end—of 
understanding what is going on is seeing how this apparent 
symmetry can be broken.

Making time dilation consistent

Breaking the symmetry in the twin paradox is fairly simple. There 
is a significant difference between the two twins: the stay-at-home 
twin spends all her time moving at the same velocity, whereas the 
moving twin turns around half way through his voyage. So the 
second half of his voyage takes place at very high velocity relative 
to the first half.

That suffices to remove the contradiction—there is not after all a 
perfect symmetry between the twins’ situations, so it isn’t logically 
impossible for one twin to end up younger than the other. But the 
moving twin can still reason: my stay-at-home sister is moving 
rapidly compared to me; so her clocks are running slow; so she 
will be younger when I see her. We still lack an explanation of 
what is wrong with this argument, or why the moving twin’s large 
change of velocity leads to overall time dilation. But we have at 
least established that there is nothing inconsistent in the idea that 
it might do so.
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(Sometimes—even among physicists who ought to know better—
one hears the idea that it is the acceleration  that causes the time 
dilation. That’s somewhere between very misleading and flatly 
wrong: the acceleration is required only in the sense that the 
moving twin has to accelerate in order to do one part of his 
journey at a very different velocity to the second part. And if the 
stay-at-home twin, feeling bored, decides to accelerate up to 80 
per cent of light speed for a few seconds, then to turn round and 
fly at 80 per cent of light speed in the other direction for a few 
seconds, and then finally stop again, she will have done as much 
acceleration in total as her twin, yet it makes essentially no 
difference to the age gap between the twins.)

The clock paradox is subtler—but also takes us closer to an actual 
explanation of what is going on. Recall the structure: the moving 
clock runs slow compared to the stationary clock. But how is that 
actually to be measured? Here’s a protocol:

	1.	 Get two good watches and give one to a friend.

	2.	 Stand in the path of the moving clock (or the spaceship it’s on). Get 
your friend to stand further down the path.

	3.	 At the instant the moving clock passes you, note down (i) the time 
on your watch, (ii) the time on the moving clock.

	4.	 Your friend does the same when the clock passes them.

	5.	 Get together with your friend and compare notes. You can now 
work out both how much time elapsed according to your watches, 
and how much time elapsed for the moving clock. The ratio of the 
two is the time dilation.

The most important thing to note here is that we are really 
comparing not two, but three clocks: the moving clock is running 
slow compared to a pair of stationary clocks. The relativity 
principle then tells us that, conversely, a stationary clock will run 
slow as measured by a pair of moving clocks. But we can’t 
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combine these two and conclude, as the clock paradox threatened, 
that a single stationary clock runs slow compared to itself.

But inconsistency still seems to loom in the background. Imagine 
two pairs of clocks: one pair stationary, one pair moving. It looks 
as if we can conclude that each pair runs slowly compared to the 
other—and that, too, looks contradictory. To see why in fact there 
is no contradiction even here, we need to look a little more 
carefully at the measurement protocol. And doing so reveals that 
time dilation and length contraction are not the only novel 
features of special relativity. There is a third: relativity of 
simultaneity.

Spreading time through space

One of the key ideas in our protocol to measure time dilation is 
that we can find how much time passed in our reference frame 
during the flight of the moving clock by comparing my watch’s 
reading when it starts its flight, to my friend’s watch reading when 
it finishes that flight. And the same would be true if we were 
interested in measuring the speed of the clock (or any other 
moving body): the difference between my watch reading and my 
friend’s is the travel time, and the speed is then the distance 
between the two of us divided by that travel time.

This strategy requires our two watches to be synchronized—to be 
reading the same time. If my watch is running five minutes slow, 
the measurement protocol will be unreliable. So: how can we do 
this? There are two natural options:

	(i)	 My friend and I make sure our watches are synchronized when 
we meet up in person and agree the protocol, and before we walk 
to our respective spots.

	(ii)	 After my friend is in place, I phone them up and we synchronize 
the watches over the phone.
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In ordinary circumstances, either protocol works fine. (The first is 
what criminals and special forces soldiers do—at least in movies—
before the heist or the hostage rescue; the second is how your 
phone or computer updates its time settings over the internet.) 
But both are pretty problematic in relativity. For the first: time 
dilation means that moving clocks slow down, so even if our clocks 
are synchronized when we meet up, they might not stay 
synchronized. For the second: telephone signals (and any other 
signal we might try) move at a finite speed, so we need to allow for 
the finite travel time of our synchronization signals. But we can’t 
do that, because it requires us to know how fast the signal is 
going—and we need to synchronize watches before we can 
measure signal speed!

The first time one encounters this problem, it can seem technical 
or even pedantic. Isn’t there a simple solution, an uncontentiously 
straightforward way to synchronize watches? But there isn’t. (Try 
it.) The upshot is that measuring the speed of moving bodies (or 
measuring time dilation) actually requires three components: 
reliable measuring rods, reliable clocks in multiple locations, and 
a synchrony rule to decide how to coordinate the clocks—what the 
philosopher Harvey Brown calls a rule for ‘spreading time through 
space’. More than one rule is possible, and different rules will give 
different speeds for a moving body.

You should now be worried about the foundation of relativity. 
Didn’t I say, only a few pages ago, that the theory is founded on (1) 
the relativity principle, and (2) the axiom that the speed of light 
doesn’t depend on the speed of its source? If the speed of light 
depends on a choice of synchrony rule, that axiom looks 
ill-defined.

There is an ingenious way around that problem. Measuring the 
time something takes to travel from A to B requires two clocks 
(one at A, one at B) and so needs a synchrony rule—but measuring 
the time it takes to go from A to B and back again requires only 
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one, at A. So you can measure the ‘two-way speed of light’ all by 
yourself, with a metre rod, a stopwatch, a flashlight, and a mirror, 
as follows:

	1.	 Stand at one end of the metre rod, and put the mirror at the other.

	2.	 Point the flashlight at the mirror. Turn it on, and at the same 
instant, start your watch.

	3.	 As soon as you see the flashlight in the mirror (which means that 
the light has travelled to the mirror and back again), stop 
the watch.

	4.	 You now know how long it took the light to travel 2 metres, to the 
mirror and back. The two-way speed is then [2 metres] divided by 
[elapsed time on stopwatch].

(This requires good reflexes: you will need to stop the watch about 
six nanoseconds after starting it!)

We can now state the axiom thus: ‘the two-way speed of light is 
independent of the speed of the source and of the direction in 
which the light is emitted’. And this fact not only serves as a basis 
for relativity, but let us define a very natural synchrony rule, the 
Einstein synchrony rule: we should synchronize our clocks so 
that the one-way speed of light is also independent of the speed 
of the source and the direction of emission. That choice is 
guaranteed to be well-defined by the assumed constancy of the 
two-way speed.

Here’s how the rule works in practice. The two-way speed of light 
is 300,000 kilometres per second so let’s define a ‘light second’ as 
300,000 kilometres. You are standing, let’s say, 3 million 
kilometres from me—ten light seconds away. I send you a signal, 
saying ‘my watch is reading 12:00:00’. You now set your watch to 
12:00:10, so that according to our two watches, light took ten 
seconds to cross those ten light seconds, and the one-way speed of 
light is also 300,000 kilometres per second.
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Here’s a different way to describe that same method. Suppose that 
I send a signal to you and you immediately bounce it back to me. 
When the signal gets back to me, my watch reads 12:00:20 
(independent of any synchrony rule). You need to set your watch 
so that the time it reads at the moment of bouncing is exactly half 
way between the time on my watch when the signal left 
(12:00:00) and the time when it got back (12:00:20)—that is, you 
should set it to 12:00:10. That half-way choice guarantees that we 
record the light as moving at the same speed on the way out as on 
the way back.

Physics uses the Einstein synchrony rule almost exclusively, and 
the formulae for time dilation (and actually length contraction 
too) assume that rule. So most of the measurements of time 
dilation I discussed previously—cosmic rays, particles in 
accelerators, etc.—should really be thought of as picking up time 
dilation according to Einstein’s rule. But not all measurements 
should be thought of that way. In the twin-paradox thought 
experiment—and in the clock-on-an-airliner experiment—one 
clock goes out and back again, and then is found to have run slow 
compared to the other clock. We don’t need any synchrony rule to 
state or test that claim—it might be thought of as a measurement 
of ‘two-way time dilation’.

The Einstein rule sounds natural, even obvious, but it has one very 
non-obvious conclusion: judgements of when two events happen 
at the same time depend on which inertial frame you are using. To 
see this, let’s suppose that you are ten light seconds due east of me, 
and that somewhere west of us there is a bright flash of light. I see 
the flash at 12:00:00, and at 12:00:10 you reflect it back to me 
with a mirror. So if I glance at my watch at 12:00:10 then your 
reflection and my glancing are simultaneous.

Simultaneous for me, that is. Let’s suppose that Alice and Bob are 
travelling due East at half the speed of light, directly away from 
the source of the flash. As I glance at my watch, Alice shoots past 
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me, and as you receive my signal, Bob shoots past you at the same 
speed. Bob and Alice can use that same flash of light to 
synchronize their clocks (see Figure 3).

However: I saw the flash at 12:00:00, but at that time, Alice 
hadn’t reached me. She must have seen the flash earlier, as it 
passed her on the way to me. And when you bounce the flash of 
light back towards us, Alice will receive the rebounding signal 
before me, because in the intervening time she’s crossed some of 
the distance to Bob. So, the half-way point between Alice sending 
a signal and it bouncing back to her occurs earlier than the 
half-way point between me sending a signal and getting it 
bounced back. Which means that Alice and I disagree about 
which times are simultaneous with the signals reaching you 
and Bob.

Reflected
flash

Me

Alice

Alice and Bob think

these events are simultaneous

You and I think these
events are simultaneous

Bob

Time

Distance

Light is
reflected

Light
flash

You

3.  Relativity of simultaneity.
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So—at least according to the Einstein rule—scientists in two frames 
that are moving relative to each other don’t just disagree on the 
lengths of bodies or the rate at which time flows—they disagree 
about which events happen at the same time. This relativity of 
simultaneity is quite sweeping in its implications—given any two 
events such that light cannot pass between them, there will be 
some choice of frame where those events happen at the same 
time, some choice of frame where the first happens before the 
second, and some choice of frame where the second happens 
before the first.

(This, incidentally, is one way of seeing why relativity strongly 
suggests that it is impossible to travel faster than light: any 
faster-than-light signal is a backwards-through-time signal with 
respect to some reference frame.)

And this (finally) resolves the contradiction in the clock paradox. 
As judged in any one frame, a moving pair of clocks not only are 
running slow, but are wrongly synchronized. To go from the 
stationary clocks to the moving clocks and back again, we have to 
correct (twice) for change in synchronization as well as for time 
dilation—and (it turns out) when this is done there is after all no 
contradiction in the claim that each pair of clocks is running slow 
as measured by the other pair.

Conventionality of simultaneity

Einstein synchrony makes the clock paradox consistent—but it 
has very strange consequences. We seem to be saying that what is 
happening right now depends on my velocity—if I change velocity, 
distant happenings move from the past into future or vice versa. 
To drive home the strangeness, imagine that right now your 
beloved sibling is getting married in the Andromeda Galaxy, two 
million light years away. You pace back and forward, worrying 
whether everything will go well—but during your pacing forward 
the Einstein synchrony rule means that the wedding won’t happen 
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for hours, whereas as you pace backwards the wedding finished 
yesterday.

But is Einstein’s rule right? It is certainly possible to define 
different conventions for synchronizing clocks: we could decide to 
make the one-way speed of light different in different directions, 
say, or we could even just pick the frame we like most and say 
that clocks in all frames must agree with that frame as to 
which events are simultaneous. But Einstein’s rule has major 
advantages over all of these: some of them require us to pick 
out a preferred reference frame; others pick out a preferred 
direction in space; more pragmatically, the equations of physics 
are far simpler if we adopt Einstein synchrony than any of these 
rivals. So we can certainly say that Einstein synchrony is the 
right practical  choice.

Saying that it is the true choice, and that the other choices are 
wrong (and not just ill-advised) is another matter. Some analogies 
may help. In timekeeping, the normal rule on Earth is to split the 
world into twenty-four zones with twenty-four different choices 
for when noon is, chosen in each case so that 12:00:00 occurs 
roughly when the Sun is directly above. An alternative rule would 
be to require that all clocks, everywhere on Earth, keep time with 
Greenwich Mean Time. We don’t usually use that alternative rule, 
because it’s inconvenient for noon to occur in the middle of the 
night in some parts of the world, but that doesn’t make it wrong, 
just less useful. (Indeed, in some circumstances—military 
operations, for instance—it turns out to be more useful, with the 
benefits of a shared time outweighing the costs of that time 
coming apart from Sun and Moon.) And the reason that neither 
rule is right is that there is nothing objective to be right about—
independent of our conventions, there just is no fact of that matter 
about what the time is.

A second example: graph paper is nearly always produced with 
the lines at right angles, and coordinate systems for maps likewise 
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nearly always have the axes at right angles. This choice has many 
advantages, some obvious and some more subtle. Pythagoras’s 
theorem, for instance—the result that the square of the distance 
between two points on a plane equals the square of their 
separation on the x-axis plus the square of their separation on the 
y-axis—holds only if the axes are at right angles. For almost all 
purposes, it will be less useful for you to have graph paper where 
the lines are at some other angle. But the graph paper is not 
wrong, because again, there just is no fact of the matter as to what 
the angle really is between the axes—those axes are just our own 
choice as to how to coordinatize space.

What is at stake in this case is whether the question ‘what is 
happening right now at some faraway place?’ has an objectively 
correct answer (in which case there would be an objectively 
correct synchrony rule, and one could then make a good case that 
it was the Einstein rule), or whether it is simply a matter of 
convention what the answer is (in which case we can understand 
the Einstein synchrony rule—or the Einstein synchrony 
convention, as it is more commonly called—as a very sensible 
choice for that convention, but not the objectively true choice).

(There is a slight subtlety about the word ‘conventional’ here. 
Some conventions are pure conventions: there really is no reason 
at all why we should use ‘dog’ and not ‘chien’, ‘canus’, or ‘Hund’ to 
refer to dogs. By contrast, right-angle axes and location-relative 
standards for when noon is are good conventions: it is objectively 
sensible to use them in most situations. But the right standard to 
assess them is sensible-vs-daft, not true-vs-false.)

One philosophical argument for a unique answer to the question 
comes from the philosophy of time and from the widespread idea 
that there is something fundamentally different between past and 
future. The past (on this way of thinking) is fixed; the future is yet 
to come and so is open; the present is on the edge of transition 
between future and past; as time flows, the past constantly grows 
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and the future recedes. If that really is the deep nature of time, it 
seems to point to a sharp and non-conventional notion of 
simultaneity.

That theory of time has long been controversial in philosophy. It 
has been argued that the flow of time is just an incoherent notion: 
flow is a thing that happens in time, and so not something that 
makes sense for time itself. (A popular slogan among critics: 
‘how fast does time flow—one second per second?’) But more 
importantly for our purposes, it conflicts sharply with the idea 
that simultaneity is relative (which is forced on us by the Einstein 
synchrony convention, and indeed by any remotely plausible 
‘objectively right’ convention). If I can move an event from past to 
future and back again just by pacing up and down, and if the 
events that are past for me are future for you just because we are 
moving at different speeds, it is hard to see how there can be a 
fundamental distinction between the nature of past and 
future. An objective notion of simultaneity seems to require a 
frame-independent, absolute notion of simultaneity: once we 
accept that simultaneity is relative, it is only a small step further to 
the view that simultaneity is conventional. (But this is one place 
where philosophers continue to defend many different positions; 
defenders of objective simultaneity—or of the objective flow of 
time—have by no means given up.)

Minkowski spacetime

To see more clearly what conventionality of simultaneity really 
means, let’s return to the spacetime concept and update it for 
relativity. Recall that we visualized spacetime (in Chapter 2) by 
suppressing one dimension of space (so that space could be 
thought of as a thin Perspex sheet) and then built spacetime 
from a pile of those sheets, one for each instant of time. That 
spacetime—which we called ‘Galilean spacetime’—comes 
equipped with three bits of structure: spatial geometry (defining 
distances and angles on each sheet), temporal geometry (defining 
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the time separation between sheets), and inertial structure 
(picking out the inertial frames with respect to which force-free 
matter moves in straight lines). In the light of relativity we can 
now see that is a further, tacitly given simultaneity structure: two 
spacetime points are simultaneous if and only if they are on the 
same sheet.

The easiest way to visualize the spacetime of special 
relativity—normally called Minkowski spacetime, after the 
mathematician who proposed it soon after Einstein’s original 
work—is to imagine heating the stack of sheets up until they melt 
together, leaving us with a block of Perspex but erasing the 
individual sheets. In special relativity’s spacetime, events are not 
organized into families all of which happen at the same time, 
there is simply a four-dimensional collection of those events.

Of course, that collection is far from structureless. In Newtonian 
spacetime (i.e., spacetime before the lesson of the relativity 
principle), for any two events we could say separately how far 
apart they are in space and in time. In Galilean spacetime, we can 
still say how far apart two events are in time, but their space 
separation is undefined (except relative to some arbitrary inertial 
frame) unless they are simultaneous. In Minkowski spacetime, 
neither spatial nor temporal distance between events really makes 
sense unless we fix an inertial frame. They are replaced by a 
unified concept: spacetime distance or, as it is usually called, the 
interval. As Hermann Minkowski puts it, in one of the more 
famous passages in physics,

Henceforth space by itself, and time by itself, are doomed to fade 

away into mere shadows, and only a kind of union of the two will 

preserve an independent reality.

What does this ‘interval’ actually represent, physically? When two 
events represent stages of the life of the same persisting object—or, 
more generally, when a fast-enough-moving particle could travel 
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between them—the interval between them is the flight time that 
would be measured on a clock that travelled between them in a 
straight line. (Events like this are called ‘timelike separated’.) 
When instead the events cannot be connected by a moving body 
or even a light ray (‘spacelike separated’), there will be some 
inertial frame in which they are simultaneous—and then the 
interval is the ordinary spatial distance between them, as 
measured in that frame.

There is a strikingly simple formula for spacetime distance. Pick 
any inertial frame, and use Einstein synchrony to synchronize the 
clocks for that frame. Then given events A and B, we have

( ) ( ) ( )− − − −2 2 2Interval A B  = Time distance A B   Space distance A B

where the time distance is measured in seconds and the space 
distance in light seconds, or the time distance in years and the 
space distance in light years, etc. You might notice a striking 
similarity with the Pythagorean formula we discussed earlier—but 
there is a crucial minus sign. The interval becomes 0 when the 
time distance equals the space distance—that is, it is zero when 
A and B are connected by a light ray, travelling at one light second 
per second. (And if the space distance is greater than the time, we 
have to reverse the minus signs in order to get out a meaningful 
formula.)

Although this formula was defined with respect to one inertial 
frame, it gives the same result in any inertial frame: indeed, one 
way to construct the equations of relativity is to deduce the 
frame-independence of the spacetime distance from the relativity 
principle, the postulate about the two-way speed of light, and 
Einstein’s synchrony rule.

It is vital to notice that while the background structures of 
Minkowski spacetime are importantly different from those we saw 
in Newtonian physics, nonetheless they are background structures 
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in the same sense as before, unchanging and essential for the 
physics of material bodies. In particular, a notion of inertial 
structure is just as essential in relativistic as in non-relativistic 
physics. That said, the inertial structure is not independent of the 
spacetime distance; indeed (though the details will not matter), 
mathematically we can recover inertial facts entirely from 
spacetime-distance facts. Whether that means physically that 
inertial structure is secondary to spacetime-distance structure is 
another matter, as we will see as we return to our central question: 
how to understand time dilation.

Geometrical and dynamical explanations 
of time dilation

Let’s consider the twin paradox again, from the spacetime 
viewpoint. The travelling twin goes out at 80 per cent of 
light speed, travelling four light years in five years; then 
he returns. We can identify three key events in the story 
(see Figure 4):

A: The travelling twin leaves Earth
B: The travelling twin turns around
C: The travelling twin returns to Earth.

In spacetime terms, the stay-at-home twin goes from A to C in a 
straight line. The travelling twin goes from A to B in a straight line 
and from B to C in a straight line. The time recorded by the 
stay-at-home twin’s clock is then equal to the interval from A to C; 
for the travelling twin, it is the interval from A to B plus the 
spacetime distance from B to C.

In ordinary space, the shortest path between two points is a 
straight line. But the minus sign inverts this: in Minkowski 
spacetime, straight lines are the longest routes between two points 
of spacetime (at least for timelike separated points). And so the 



OUP CORRECTED AUTOPAGE PROOFS – FINAL, 26/01/21, SPi

Relativity and its philosophy

65

geometry of Minkowski spacetime tells us that the time elapsed 
for the stay-at-home twin will be longer.

Indeed, we can go further, and use the definition of the interval to 
calculate the actual difference. The interval from A to C, in years, 
is the square root of (102 – 02), or just 10—as we’d expect, the 
stay-at-home twin has a ten-year wait. The interval from A to B is 
the square root of (52 – 42), or 3—for the travelling twin, only three 
years pass before he turns round. And by symmetry, the interval 
from B to C is again 3, so that the total time measured by the 
moving twin is six years—time passed only 60 per cent as quickly 
for the moving as for the stationary twin.

So: the geometry of Minkowski spacetime predicts that the 
travelling twin will record less elapsed time (because the longest 

Stay-at-home
twin

Time

Distance

Travelling
twin

5 years

5 years

4 light years

A

C

B

5
2  –
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2  =
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: √

5 2 – 4 2 = 3 years

Interval: √

4.  The twin paradox: geometrical description.
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spacetime path between two points is a straight line). It makes 
clear the asymmetry between the twins that resolves the twin 
paradox (because the moving twin turned round, his spacetime 
path is bent, whereas the stay-at-home twin’s path is not, and that 
affects the spacetime distance). And it even gives us a ready way to 
calculate the difference in times for the two twins.

But does it explain  why the moving twin records less total time? 
The question is really a repeat of the geometry-first vs dynamics-first 
question we encountered in Chapter 2: is the geometry of 
spacetime an explanation of the physical phenomena (in 
particular of the difference between the twins’ ages) or simply a 
codification of those phenomena? If the former, we can reasonably 
take the description I gave above as a true explanation. But if the 
latter, then the spacetime geometry just encodes the facts about 
the twins; it does not tell us why those facts obtain.

To see what a dynamics-first answer to that ‘why’ question looks 
like, let’s return to the general notion of time dilation. We’ve seen 
already that time dilation is only well-defined relative to a choice 
of inertial frame: in each frame, moving clocks run slow. From the 
geometry-first perspective, this frame-dependence makes time 
dilation suspect: notions like ‘moving’ and ‘slow’ only make sense 
relative to a frame, can’t be understood in terms of the invariant 
structure of spacetime, and so shouldn’t really be playing a role in 
explanation. From this perspective, it is really twin-paradox effects 
that are the true content of time dilation: clock slowdown, outside 
the context of a clock that goes away and then returns, is 
mathematically and calculationally useful as a concept but not 
really fundamental.

From the dynamics-first perspective, the fact that clock slowdown 
requires an inertial frame to define it doesn’t make it unreal: 
inertial frames are the basis of how we do physics, and it is only 
natural for dynamical explanations to be carried out in one frame 
or another. And in any such frame, when we say ‘a moving clock 
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runs slow’—or, for that matter, ‘a moving rod shrinks’—we mean 
that the physical processes inside the rod—the interatomic bonds 
that hold the rod together and define its length, the periodic 
processes that count time inside the clock—are different for 
matter in motion than for the same matter when stationary. The 
electric field of a moving charge, for instance, shrinks in the 
direction of motion—according to the laws of electromagnetism—
compared to the field of a stationary charge. Ordinary matter is 
held together by electric fields, so if those fields are altered by 
motion, then it is only to be expected that the shape of the matter 
will be altered.

Despite this concrete electromagnetic example, we don’t actually 
have to study the detailed microphysics of our clocks and rods in 
order to predict time dilation and length contraction. All we need 
to know is that the forces that hold them together, collectively, 
define a physics which satisfies the relativity principle and delivers 
a velocity-independent speed of light. That defines a constraint on 
the form of the laws tight enough to guarantee that if they can 
describe rigid bodies and good clocks at all, those bodies and 
clocks will, when in motion, conform to the relativity principle.

On this explanation—in contrast with the geometry-first case—the 
moving twin has recorded a slower time because he was moving 
throughout the period, and in doing so his clocks slowed down 
due to their internal physics being affected by motion. How does 
this explanation avoid the paradoxical aspect of the twin 
paradox?—after all, from the point of view of the moving twin, 
it’s the stay-at-home twin who is moving!

The answer is that, while dynamical explanations can be given for 
any inertial frame, the frame that moves at the same speed as the 
moving twin is not an inertial frame, because the twin turns 
round. We can identify two relevant inertial frames: the ‘outbound 
frame’, co-moving with the twin until turnaround, and the ‘inbound 
frame’, co-moving with the twin after turnaround. (See Figure 5.) 
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In the outbound frame (Figure 5(a)), the stay-at-home twin is 
moving at 80 per cent of light speed throughout. Until 
turnaround, the ‘moving’ twin is stationary—but after he turns 
around, he is moving very rapidly (40/41 of light speed, in fact), 
even more rapidly than the stay-at-home twin.

Time
(a)

(b)

Travelling twin
(return journey)

Travelling twin
(outward journey)

Stay-at-home
twin

Stay-at-home
twin

Distance

Time

Travelling twin
(return journey)

Travelling twin
(outward journey)

Distance

5.  The twin paradox: inertial-frame description.
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So, described in the outbound frame: the stay-at-home twin’s 
clock runs slow compared to a stationary clock. The moving 
twin’s clock initially doesn’t run slow, but after turnaround, it 
runs even more slowly than the stay-at-home twin’s, so much 
so as to record overall less time than the stay-at-home twin. 
Conversely, in the inbound frame (Figure 5(b)) the moving 
twin’s clock initially runs very slowly compared to a stationary 
clock, then runs at its normal speed, while the stay-at-home 
twin’s clock runs somewhat slowly all the while. In each case, 
we have a physical, dynamical explanation for the twin’s 
discrepant time measurements, in terms of the effect of motion 
on their physical processes—but the explanation is different 
in each inertial frame.

To sum up: On the geometry-first approach to time dilation:

	•	 The twin-paradox time gap is a real physical effect, explained 
by the fact that the moving twin takes a longer path through 
spacetime.

	•	 Talk of clocks ‘slowing down’, by contrast, is a reference-frame 
dependent notion that doesn’t have an invariant spacetime 
description and should be avoided.

	•	 The paradox of time dilation is dissolved once it is noticed that the 
moving twin’s path is bent whereas the stay-at-home twin’s path is 
straight.

	•	 Genuine explanation of spacetime phenomena should ideally be 
done with reference to spacetime and should avoid reference to 
inertial frames.

On the dynamics-first approach:

	•	 Moving clocks really do run slow, as a consequence of the physical 
processes that determine their timekeeping and the effect of motion 
on those physical processes.
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	•	 The twin paradox can be explained, in any inertial frame, by this 
slowdown of the physical processes of bodies moving with respect 
to that frame.

	•	 The paradox of time dilation is dissolved once it is noticed that the 
stay-at-home twin is stationary with respect to one unchanging 
inertial frame, whereas there is no inertial frame with respect to 
which the moving twin is stationary throughout his voyage.

	•	 It is fine for an explanation of spacetime phenomena to be given 
with respect to a given inertial frame, because dynamics is defined 
with respect to those frames, though the relativity principle means 
that an explanation ought equally well to be available for any other 
inertial frame.

In this book, I can only present this dichotomy, not resolve it—and 
of course it is more complicated and nuanced than I can fully 
convey here, with intermediate and synthesized versions available. 
For all that the mathematics of special relativity is old and 
well-understood, these interpretative questions about the theory 
remain open, with philosophers and physicists alike writing and 
thinking about them in very different ways.

Epilogue: general relativity

Einstein’s general  theory of relativity, developed a decade or so 
after the special theory, is a central topic in modern physics and in 
modern philosophy of spacetime, but its technical complexity puts 
the deep conceptual puzzles it poses beyond the scope of this 
book. Still, we can build on what we have learned in these last two 
chapters to understand at least the basic idea of the theory.

Specifically: general relativity is a merger of the discoveries about 
inertia and gravitation that we discussed at the end of Chapter 2, 
with the discoveries about inertial structure and the workings of 
the relativity principle that comprise special relativity. Recall: the 
universal nature of gravitation tells us that inertial structure is not 
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given as an unchanging, Universe-wide background, but rather is 
determined locally, by the distribution of matter. The effects of 
gravity are then understood in terms of the curvature of 
spacetime—that is, the ways in which local inertial frames at one 
place relate to those at nearby places.

In Newtonian gravity, the physics for those local inertial frames 
is Newton’s physics. General relativity simply arises—in a 
mathematically very natural, almost unique, way—when we keep 
the insight about gravity and just replace the Newtonian concept 
of an inertial frame with the one we get from special relativity.

(There is, however, one important change that comes about when 
special relativity and gravity are merged. Just as conventionality of 
simultaneity meant that space and time structure could not be 
fully separated, it means also that we cannot have a theory of 
spacetime curvature without it also being a theory of curved space.  
What that means, and what its ramifications are for the questions 
of this chapter and the last, is beyond the scope of this book.)

In understanding general relativity in this way, we also get some 
insight into just what Einstein’s genius was. It was not simply that 
he came up with new ideas—ideas are cheap, frankly. It was that 
he understood features of our existing physics—whether the 
relativity principle or the relation between gravity and inertia—
more deeply than his predecessors. Einstein did not replace 
Newton’s theory of gravity with a theory in which gravity was 
about spacetime curvature—he realized that Newton’s theory of 
gravity was already a theory of spacetime curvature, and then 
worked out how such a theory would look if its local notion of 
inertia was appropriately changed.

Or at least, that is how we might think about general relativity if 
we focus on the idea of inertial structure and inertial frames. 
There is a different way to understand the theory: start with 
Minkowski spacetime, and then ask how that theory could be 
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changed to make the spacetime interval a dynamical entity which 
depends, and reacts back, on the matter distribution of spacetime. 
That way of thinking about the theory leads to the same 
mathematics, but a quite different understanding of the 
physics—the deep interpretative questions of this chapter and 
the last extend into general relativity, even as they shift and grow 
more complex in the beautiful and subtle context of our best 
contemporary theory of gravity.

Though there is far more to say about the philosophy of space and 
time, we now change focus. Chapter 4 considers not any one 
specific theory of physics, but the relation between multiple 
theories at multiple levels of description: the domain of statistical 
mechanics.
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Chapter 4
Reduction and irreversibility

Modern chemistry might be said to start with the ‘periodic 
table’—the discovery, in the 19th century, that the chemical 
elements can be organized into families, with their position in the 
family allowing some of their core properties to be predicted. 
Modern quantum  chemistry began with the momentous 
discoveries, in the early 20th century, that the structure of those 
families, and indeed the chemical properties of the elements, 
could be predicted from the physics of the electrons, protons, and 
neutrons which, we learned, comprised those elements.

These discoveries make up one of the clearest examples of 
reduction in science—where a larger system is explained in terms 
of its smaller constituents, and where ideas in the field of science 
that deals with that larger system turn out to be analysable via the 
ideas of the field that deals with the smaller one—in this case, 
atoms are explained in terms of subatomic particles, and (a part 
of) atomic chemistry is explained in terms of—as philosophers 
say, is reduced to—physics. Reductionism—at least at first pass—is 
the idea that reductions like this are the template for all relations 
between scientific theories, and that ultimately the concepts of 
higher-level, larger-scale scientific theories will reduce to 
lower-level, smaller-scale theories, and ultimately everything will 
be grounded in physics.
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Enthusiasm for reductionism ran high in the first half of the 
20th century, and sometimes went hand-in-hand with a rather 
dismissive attitude by physicists towards the higher-level ‘special 
sciences’—exemplified by the (possibly apocryphal) comment 
attributed to the physicist Ernest Rutherford that ‘all science is 
either physics or stamp collecting’. More recent times have seen a 
backlash against reductionism, driven by observations about the 
complexity and autonomy of the special sciences and the apparent 
irrelevance of the details of physics to their character, as well as 
lingering concerns about (supposedly) intrinsically irreducible 
features of human experience—pain, consciousness, and the like. 
Nowadays it is common to say that higher-level sciences are 
‘emergent from’, not ‘reducible to’ physics, and the exact relation 
between these notions of emergence and reduction remains 
contested.

All of which might seem to have little to do with physics. If 
physics is the science that other things reduce to—if physics, 
whatever its relation to the other sciences, is the field of science 
that studies matter on the smallest and most fundamental 
scales—then considerations of emergence and reduction at first 
glance look irrelevant to physics itself. But the reality is that only 
a small part of physics is really concerned with studying ‘the 
most fundamental scales’. Most systems physicists study—atomic 
nuclei, metals, plasmas, climates, galaxies—are themselves 
complicated, larger-scale systems whose relations to lower-level 
physics are complex and indirect. And so understanding 
reduction—and, more generally, the relation between theories at 
different levels—is actually a key conceptual issue for physics, 
and for philosophers of physics. We will see that even within 
physics, reduction is a subtle matter, requiring entirely new 
concepts beyond the basic dynamical laws of physics—concepts 
of irreversibility and probability. Both entered physics in the 
19th century, but both remain contested to this day.
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On the plurality of physics

It’s common to talk about ‘the’ laws of physics, as if at any time 
there is some single set of principles, some single group of 
equations, that encompass the content of physics. Indeed, I 
indulged in this temptation in Chapters 2–3, referring to Newton’s 
laws as if they fully described pre-relativistic physics, only to be 
replaced by the laws of relativity a century or so ago. But the 
reality is that physics has dozens—hundreds—of different laws, 
hundreds of different systems of equations, describing different 
systems at different scales of description.

For example, along with the equations of Newtonian mechanics 
(useful for describing, e.g., how bodies move under gravity):

	•	 The Navier–Stokes equation describes liquids and gases, at the 
level where they can be considered continuous and infinitely 
divisible;

	•	 The Boltzmann equation describes dilute gases, at a somewhat 
finer grain;

	•	 Euler’s equations describe the tumbling of solid bodies;

	•	 Maxwell’s equations describe how electromagnetic fields evolve.

What is more, in most cases these equations can describe many 
different systems. To apply the law requires certain real 
numbers—like the viscosity (stickiness) of a fluid, or the mass of a 
planet—and those numbers vary from one application to another. 
(In a sense ‘the same’ equations describe the Earth–Moon system 
and the Sun–Jupiter system, just with different assignments of 
masses to the two planets.) So really, we should think about 
physics not as giving a single description of the world, but as 
giving a plethora of descriptions, of different systems, at 
different scales.
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Yet these descriptions are not independent of one another. Often, 
we can describe one and the same system in more or less detail, 
and then try to understand how the two descriptions are related. 
It’s helpful to have a concrete example in mind here, so let’s talk 
about gases: specifically, the air in the room in which I’m typing 
this. There are, very roughly, 1,000 trillion trillion air molecules in 
the room—1027 in scientific notation. In principle, knowing the 
positions and the velocities of all 1027 molecules right now (that’s 
now 6 x 1027 numbers—the x, y, and z components of position and 
velocity for each molecule) would suffice to predict what they will 
do in the future.

In practice, that is basically never how we study gases. Here’s 
an alternative description: instead of giving all 6 ≈ 1027 
numbers, we give a coarse-grained description of the gas—say 
by breaking the room into cells, 1 cubic millimetre on a side, 
and giving the pressure, density, temperature, and average 
velocity of the gas in each cube. That’s still a lot of 
information—very roughly, I need a hundred million, or 108, 
numbers to tell you that much about the gas—but 108 is a lot 
smaller than 1027. At this level of description, I’m no longer 
discussing the gas as a collection of particles, but as a fairly 
continuous fluid. (And, with luck, the pattern of variation of 
those numbers across the room is fairly smooth, so I can 
summarize them in a much more succinct way.)

The name of the game, now, is to look for an autonomous 
description of the gas at this level of description. What I mean by 
‘autonomous’ is that if I want to know the fluid-level description 
of the gas in (say) five minutes’ time, I can deduce it from the 
fluid-level description now. That is: to know how those 108 
numbers change in time, I don’t need the initial values of the  
6 × 1027 numbers that specify the position and velocity of each 
particle, but only the 108 numbers that give the current fluid-level 
description.
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And we do seem to have that higher-level description, at least in 
this case—it’s the Navier–Stokes equation, briefly mentioned 
above. (Different coarse-grained descriptions give different 
higher-level equations—the Boltzmann equation can be obtained 
this way, for instance.) These equations are themselves not simple 
to work with—and, after all, 108 is still a large number—but in the 
right circumstances we can either solve them explicitly or at any 
rate learn general things about them. As a particularly important 
example, these equations predict that in due course the gas will 
evolve into a uniform state, where pressure, density, and 
temperature are constant across the room—and that when it 
reaches that state, the average temperature, pressure, and density 
will be related by a simple equation called the ideal gas law. At 
this point we are concerned not with 6 ≈ 1027 numbers, not with 
108, but only with three.

Looking for autonomous higher-level descriptions of this kind is 
the task of statistical mechanics—so-called because giving 
higher-level descriptions of systems tends to involve averaging 
over the statistical properties of their smaller constituents. It has 
been enormously successful since its inception in the late 1800s, 
yet it raises deep puzzles which persist even now. The first and 
most straightforward is simply: why do we want these 
‘autonomous higher-level descriptions’ anyway? If we can describe 
the gas in all its microscopic detail, why settle for a partial 
account?

One popular line—especially in physics textbooks—is that 
statistical mechanics is necessary because of our cognitive and 
experimental limitations. That is: we don’t actually have the 
ability to measure exactly where every single particle is, and even 
if we did have that ability, it’s too difficult to solve the equations to 
calculate how they change over time. If we were smarter and had 
better equipment, we could dispense with statistical mechanics 
entirely.
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A related argument is that we are only interested in certain features 
of a system. We don’t care about the exact positions and velocities 
of all the particles, only about coarse-grained summaries of those 
positions and velocities—and so statistical mechanics lets us 
extract the information we need about the features of the system 
that we actually want to study, without getting distracted by trivia.

But there are reasons to be sceptical that this is the whole story. 
After all, it just seems to be a fact  about the world, a fact that we 
would like to explain and understand, that fluids obey the 
Navier–Stokes equation, or that the ideal gas law holds for gases 
that have settled down into uniform states—and, furthermore, 
these facts were discovered long before they were analysed 
through statistical mechanics. Even if we did have the 
calculational and experimental ability to predict, for any given 
initial state, exactly how a system like the air in my room would 
evolve, that alone does not seem to tell us why the autonomous 
high-level description exists, or what it is. (An exact micro-level 
description of the air in the room could at most tell us that for this 
configuration of molecules, the ideal gas law holds; it could not 
tell us whether to expect it to hold for configurations in general.)

Furthermore, the role of human interest seems overstated here. 
To be honest, I’m not all that interested in the air in this room, 
beyond the basic requirements for breathability—yet despite my 
lamentable lack of curiosity, it’s still objectively true that there are 
autonomous higher-level descriptions of that air. Conversely, there 
are individual features of the world that I’m extremely interested 
in—the sales figures for this book, for instance. But for most of 
them, I can’t understand how they change over time without 
knowing a lot about other, much less interesting features—there 
is no autonomous dynamics for my sales figures! Whatever it is 
about the world that makes some coarse-grained features 
describable autonomously and susceptible to the methods of 
statistical mechanics, and other features less so, it isn’t anything 
as simple as ‘what humans care about’.
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What we see here is a tension between two different conceptions 
of statistical mechanics. On the inferential conception, statistical 
mechanics is a tool of inference, used to study complex systems in 
the face of our partial knowledge and variable interest. On the 
dynamical conception, statistical mechanics is about 
understanding and discovering the various objectively correct 
higher-level descriptions of complex phenomena, and learning 
how they connect together. In this conception of statistical 
mechanics, it is simply the tool that physics uses to study 
emergence. For the reasons just given, I’m more sympathetic to 
the dynamical conception, and this chapter is mostly written from 
that perspective, but both provide distinctive insights, and the 
reality may be more complex than a simple binary choice 
between them.

But whatever perspective we choose, there are deep puzzles with 
how the higher-level descriptions we actually use could ever be 
extracted from lower-level physics. Indeed, there are apparently 
plausible arguments that it is impossible to do so, that the 
higher-level descriptions have features—two features in particular, 
irreversibility and probability—which in principle could not be 
extracted from the microscopic level. In the rest of the chapter, 
we’ll see what these features are, and how the apparent 
contradictions they lead to might after all be avoided.

Reversibility and irreversibility

Imagine watching a speeded-up video of the Earth rotating, or the 
moons and planets of the solar system orbiting one another; could 
you tell if the video was played backwards? Well, yes, perhaps, if 
you remembered a bit about the phases of the moon or recalled 
that the Sun rises in the east and sets in the west—but it requires 
thought. There’s nothing immediately wrong with the video if it’s 
played backwards, nothing that makes it obvious that something 
is wrong. The movements of the planets look basically the same 
forwards and backwards.
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Now do the same trick with a video of a heap of sand collapsing, 
or of milk mixing into coffee, or (speeded up) of ice melting, or 
living things growing and decaying. Now it’s completely obvious 
whether the video is being run backwards: there are immediate 
features of all these processes which tell us which way they are 
being played.

The technical term for all this is reversibility. The motions of the 
planets are reversible; the collapsing of heaps and the melting of 
ice and so forth are irreversible. And the fact that some dynamical 
processes are reversible and some are irreversible creates 
profound difficulties for statistical mechanics.

To see how, let’s get a bit more precise as to what reversibility 
means. As a starting point, let’s think about dynamical laws in 
physics as devices for predicting the future: if you input the 
present state of the system to which the laws apply, the device 
spits out what its state will be in one second’s time, or one hour’s 
time. For the air in the room, for instance, if you input the 
positions and velocities of all of the particles now, the laws 
determine what the positions and velocities will be at whatever 
future time you’re interested in—always supposing that no outside 
influence intervenes. For the solar system, once you’ve specified 
the present position and velocity of the planets, that suffices to 
determine what they will be in the future: for instance, we can and 
do use those laws to work out the dates of future solar eclipses. 
The equations of motion for milk mixing into coffee are 
intractably difficult to solve, but, in principle, if you input the 
initial data about which bit of the cup has coffee in and which bit 
milk, they likewise let you predict those facts for all future times. 
All the laws we have considered so far are deterministic, which 
means that for any given input they provide a unique output at 
each future time.

The essence of reversibility is that reversible laws can equally well 
be used to predict the past—to retrodict, as philosophers 
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sometimes say. The motion of the planets is reversible: the present 
data about the planets can be used just as easily to determine past 
and future eclipses. (This is important in ancient history, for 
instance: knowing exactly when the eclipses happened can quite 
precisely date a source, if that source mentions an eclipse.) The 
mixing of milk or the melting of ice is irreversible: information is 
lost in the process, so that many early states of the coffee cup or 
the cold drink are compatible with the same later state. And so 
insofar as we can use the dynamics of irreversible systems to learn 
things about their past state, it has to be done indirectly and via 
additional background assumptions.

Two related notions help us see the significance of reversibility. 
A system is recurrent if it endlessly repeats itself, so that if we 
input some initial data, the system’s data at some later time will 
match those initial data. A system has an attractor region if there 
is some state (or some collection of states that doesn’t contain all 
the states) such that whatever the system’s initial state, eventually 
it ends up at the attractor state(s) and then stays there indefinitely. 
(In statistical mechanics, attractors are very often called 
‘equilibrium states’, and the process of evolving towards one is 
called ‘equilibration’.)

Roughly speaking: systems are recurrent if and only if they are 
reversible; they have attractors if and only if they are irreversible. 
So we can take ‘recurrent’ as an alternative way of saying 
‘reversible’, and ‘has attractors’ as an alternative way of saying 
‘irreversible’. The argument, in essence, is that if a system is not 
recurrent then there are some states that the system will leave and 
never return to; the set of all states except those is then an 
attractor region, and the system irreversibly enters that attractor. 
(There are some caveats here: notably, the system we’re studying 
has to be confined to some finite region, say a box or a room.)

We can now see why irreversibility poses a problem for statistical 
mechanics. The microscale physics of systems—like the physics of 
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the individual particles in the dilute gas—appears reversible, while 
the physics at larger scales—like the physics of the gas at the fluid 
scale—is normally irreversible. And (on the face of it) that makes 
it impossible for the latter to be a coarse-graining of the former.

Let’s use the notions of recurrence and attractors to spell this out. 
If the microscopic system is recurrent, then any state of the system 
eventually comes back to where it started. But that means that any 
coarse-grained description of the system eventually comes back to 
where it started, too. In other words, if a system is recurrent, any 
coarse-graining of that system must also be recurrent.

We can do it the other way around, too. Suppose that the  
coarse-grained, higher-level description has an attractor region, 
and suppose that the system starts outside the attractor region. 
Then it will enter the attractor region and never come back out. 
But in that case, the microscopic system cannot be recurrent. 
However we look at it: irreversible large-scale physics could not 
possibly be emergent from reversible microscopic physics.

Or rather: it could not be emergent unless some extra ingredient 
is added. What these arguments tell us is that coarse-graining 
can’t be the whole story: there must be some additional 
assumptions or conditions added to the microscopic, reversible 
physics in order for irreversibility to turn up at a coarse-grained 
level. But to understand what it might be, we need to consider the 
second feature of high-level physics that is missing from the 
low-level description: probability.

Probability in statistical mechanics

I noted in the last section that all the laws we were considering 
were deterministic: they gave unique predictions for the future, 
given the present. But not all laws in physics have that form. The 
physics of sub-atomic particles seems to display genuine 
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randomness, as we will discuss in more detail in Chapters 5–6. 
But even outside that strange realm, there are phenomena in 
nature that defy deterministic description—at least at the level 
that we study them.

A classic example is Brownian motion. If a pollen grain is 
suspended in a fluid, and studied through a microscope, it will be 
seen to jitter around, apparently at random, actually because of its 
constant collisions with water molecules. (The jitters don’t reflect 
individual collisions, but the average of many collisions.) It’s not 
possible to write down deterministic equations for those  
jitters—even perfect information about the grain’s initial position 
and velocity is insufficient to determine what it will do next. But it 
is possible to write down a so-called ‘stochastic equation’ for the 
grain—an equation which does not say what the grain will 
definitely do next, but does say how probable each possible jitter 
is. (It may say, for instance, that the grain is equally likely to jump 
in each direction, that the average length of a jump is 10 microns, 
and that longer or shorter jumps have such-and-such probability 
of happening.) Stochastic equations are perfectly testable 
(by running many repeats of the observation and collecting the 
statistics) and offer useful, informative descriptions of many 
systems.

Now, it is tempting to say that the apparent randomness in the 
pollen grain’s behaviour is not real  randomness. If we knew the 
exact, microscopically precise, information about all of the water 
molecules, couldn’t we predict deterministically what the pollen 
grain will do? Well, perhaps. But in doing so, we have given up on 
the idea of giving an autonomous description for the pollen grain’s 
dynamics—which, recall, is our goal in statistical mechanics. And 
we have given up not because no such description is to be found, 
but because of our refusal to allow that autonomous description to 
include probabilities. Turning it around: Brownian motion 
illustrates that the story we tell about how large-scale physics 
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emerges from small-scale microphysics must have room in it not 
just for irreversibility, but also for probability.

As a mathematical matter, it’s easy enough to see how this can be 
done. Since the microscopic dynamics knows nothing of 
probability, the only place to add it is in the description of the 
initial state of the system. There will normally be a great many 
microscopic states compatible with any given coarse-grained 
description of the system (remember the gas, where the microscopic 
description needed 1027 numbers while the coarse-grained 
description needed 108—in that case, the coarse-grained description 
leaves those numbers almost completely unspecified, 
corresponding to a plethora of microscopic states giving rise 
to the same macroscopic physics—each macroscopic state 
corresponds to 1027/108 = 1019 microscopic states). If we say of the 
microscopic system not merely that it is in some such compatible 
state, but that it has a certain probability of being in each 
compatible state, then we have a route by which probabilities can 
enter our macroscopic physics.

This is not just a speculation. Physicists have a special choice of 
probabilities—called the uniform probability measure—which 
roughly speaking says that each microscopic state compatible 
with the macroscopic description of a system has the same 
probability. (It actually says something a little more subtle, since 
strictly speaking there are infinitely many such states.) If one 
starts with the uniform probability measure, then it’s actually not 
too difficult to calculate the equations for Brownian motion, 
probabilities and all. We could summarize this, schematically, 
by the equation

→
Deterministic microscopic physics + uniform probability measure 

 Stochastic macroscopic physics

This introduction of probability also offers an apparent route 
around the problem of irreversibility that we encountered in the 
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previous section. We have seen that it is impossible for every 
microscopic state compatible with a given coarse-grained 
description to evolve according to some irreversible large-scale 
physics for that system. But this doesn’t rule out the possibility 
that the vast majority of such microscopic states (as measured by 
the uniform probability measure) might evolve according to that 
large-scale physics—or, at least, that they might do so for a very 
long time. (Recurrence means that they cannot do so forever.) 
And, indeed, this is the orthodox physicists’ answer to the 
irreversibility problem:

yes, it’s not certain  that the system will obey the irreversible 
laws—and it can’t do it forever—but it is almost certain that 
it will obey those laws, and for a very long time.

And this is not just an in-principle possibility. The actual method 
used by physicists to construct higher-level equations from 
lower-level physics is exactly to impose the uniform probability 
measure and then deduce the coarse-grained dynamics—and this 
method works, in the very pragmatic sense that the equations that 
are derived match experiment. As another schematic equation, we 
might write

→
Reversible microscopic physics + uniform probability  measure 

Irreversible macroscopic physics, almost certainly

These insights—that statistical mechanics requires probability to 
be added to microscopic physics, and that doing so allows us to 
reproduce irreversibility in practice—are the conceptual core of 
modern statistical mechanics. They have been profoundly 
successful, underpinning a huge body of empirically fruitful 
science. But they do not suffice to make the conceptual status 
of statistical mechanics unproblematic, for two reasons: the 
concept of probability is mysterious, and in any case—as a 
matter of logic—it cannot, alone, explain the emergence of 
irreversibility.
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What are statistical probabilities?

Let’s understand the uniform probability measure, loosely, as the 
statement that each microscopic state compatible with a given 
macroscopic description is equally probable. What does that 
actually mean?

Here’s one thing it could mean:

I don’t know what the actual state is, so I think each one is 
equally likely. The uniform probability measure expresses 
my ignorance of the true state.

This approach is a natural fit to what I called the ‘inferential 
conception’ of statistical mechanics—the idea that statistical 
mechanics is a set of tools to let us make inferences about 
complicated systems given the limitations imposed by our 
ignorance. And it has the virtue of clarity: it’s fairly widely 
accepted, in physics and philosophy alike, that probabilities can be 
used to quantify how sure or unsure of something we are.

However, it shares—and makes more explicit—the main 
disadvantage of the inferential conception, which is that it seems 
ill-fitted to explain the objective, high-level regularities that we 
observe in nature. In the case of Brownian motion, for instance, it 
seems to be just an objective fact that the particle is as likely to 
jump one way as another—and we can test that fact by collecting 
the statistics for many pollen grains. We could have known 
this—indeed, we did know this—before we were confident that 
individual water molecules exist, let alone what their detailed 
physics is, so it is hard to see how those observed statistics can 
have much to do with our ignorance of the precise positions and 
velocities of the water molecules.

(There is also a more technical problem for this approach. As I 
briefly mentioned above, the uniform probability measure is only 
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metaphorically described as ‘each state is equally likely’. In reality 
there are infinitely many states compatible with any macroscopic 
description, and it is a much more subtle and contested matter to 
say what the ‘right’ way is to express our ignorance of the 
true state.)

But if this ‘ignorance interpretation’ of statistical-mechanical 
probabilities fails to explain the actually observed behaviour of the 
systems we study, it must be admitted that the alternatives are not 
obvious. One natural possibility is:

By probability, here, I really just mean frequency. There are 
lots of systems like this one; the uniform probability measure 
is a measure of the relative frequency of microstates, across 
all those systems.

This frequency interpretation of the probabilities is often what 
one finds in the textbooks; again, though, it is not fully 
satisfactory. For one thing, frequencies like this don’t seem 
suited to explain why this system right here displays the 
behaviour it does. For another thing, there are lots of things 
‘system like this’ might mean, and it is uncomfortable at best if 
our explanation of central statistical-mechanical phenomena like 
irreversibility ends up depending on questions of classification 
like this.

There is (much) more to say in defence of both the ignorance and 
the frequency interpretations—yet there is no generally accepted 
version of either, and they do not exhaust the possibilities. (My 
own, fairly minority, view is that we need to find some way of 
explicitly adding probabilities into the physics of individual 
systems, and that the ultimate origin of those probabilities is 
quantum-mechanical.) The interpretation of the probabilities in 
statistical mechanics is one of its central philosophical puzzles—
second only to the problem of irreversibility, to which I 
now return.
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Reversibility in, reversibility out

Computer programmers have a saying: ‘Garbage in, garbage out’. 
It means that however clever a program might be, ultimately it 
has to work with the input it gets—if that input is faulty, that fault 
will be transferred to the output. Philosophers of statistical 
mechanics live by a similar saying: reversibility in, reversibility 
out. Which is to say: if your higher-level emergent physics is 
irreversible, and you claim to have derived that irreversible 
physics from some reversible lower-level physics by means of 
some assumptions, then either you have cheated or else one or 
more of those assumptions built in the presumption of 
irreversibility.

The point is important enough to be worth spelling out. An 
irreversible process makes a fundamental distinction between the 
past and the future: just looking at the dynamical equations 
suffices to tell you which is which. A reversible process does not: 
we can regard either direction in time as ‘past’ or ‘future’, with 
equal validity—at least as far as the mathematics is concerned. So if 
we derived the former from the latter, something must have been 
added during the derivation to break the past/future symmetry.

At this point, there is a temptation to ask: what could possibly 
break the symmetry in this way? (At which point speculation can 
run wild.) But there is a better way to approach the question: 
given that physicists actually have a method for deriving 
irreversible higher-level equations based on adding the uniform 
probability measure to the microscopic physics, where does that 
method break the symmetry?

At least in principle, that question has a simple answer. Recall: the 
uniform probability measure is the assumption that each 
microscopic state compatible with a system’s coarse-grained 
description is equally likely. A small fraction of those microscopic 



OUP CORRECTED AUTOPAGE PROOFS – FINAL, 26/01/21, SPi

Reduction and irreversibility

89

states will not display the expected coarse-grained dynamics, but 
the vast majority will—so that we can be almost certain that those 
dynamics will in fact be displayed. But we can then ask: if the 
uniform probability measure is imposed on the initial state of the 
system, will it automatically continue to hold for later states? And 
the answer is that it will not: if, for instance, we are studying the 
system for some fixed time, so that it makes sense to speak of its 
final state as well as its initial state, then the probability 
distribution for the final state will be nothing like the uniform 
probability measure.

We can also see this another way. Suppose we ignore the claim 
that the system’s ‘initial’ state really is its first state, and evolve it 
backwards (we can do this, remember, because the microscopic 
dynamics are reversible). By symmetry, we should expect that 
coarse-graining that backwards evolution will give a time-reversed 
version of the irreversible macrodynamics—a backwards-in-time 
dynamics that allows us to predict the past coarse-grained 
description from its present value. Put vividly: if we apply the 
uniform probability measure at some state of the coffee where the 
milk is partially mixed in, and then evolve backwards, we will 
‘predict’ (retrodict, really) that in the past, the coffee and milk 
were even more mixed. On this approach, the history of the coffee 
cup is that it begins with coffee and milk fully mixed, goes through 
a brief period in which they unmix, and then starts mixing again. 
The instant of least mixing is the instant at which we imposed the 
uniform probability measure.

What this tells us is that, if the vast majority of states are ones that 
will evolve into the future according to the irreversible dynamics, 
then, equally, the vast majority of states are ones that will evolve 
into the past according to the time-reversed irreversible dynamics. 
As philosopher David Albert puts it, the vast majority of states are 
‘in the process of turning around’. And that means in turn that if a 
system’s initial state is selected according to the uniform 
probability measure, the probabilities of final states are 
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concentrated on a tiny minority of states that obeyed the ordinary 
irreversible dynamics (not their time-reverse) in the past.

The upshot of all this is that in applying the uniform probability 
measure, we are selecting a preferred instant of time. Statistical 
mechanics only predicts irreversibility if we insist that this 
preferred instant is the very first instant at which we consider the 
system. It works perfectly to predict the system’s later behaviour, 
but gives wildly wrong predictions for how the system evolved 
before that instant.

So, what justifies this? There are two very different sorts of answer 
available, corresponding to the two very different conceptions of 
statistical mechanics which we have discussed.

The roots of irreversibility

Recall: on the inferential conception of statistical mechanics, the 
idea of the project is to give us tools to study systems when we 
have only partial information about them—only coarse-grained 
information, say. From that point of view, insofar as we want to 
make predictions about a system’s future, the uniform probability 
measure might well be the best we can do. But to make 
predictions about a system’s past, we can do much better, for the 
vital reason that we already have records, information, knowledge 
about the past. To try to retrodict the past using only the uniform 
probability measure is to use only a tiny fraction of the 
information we have—so no wonder it gives poor results.

Similarly, suppose we actually try to set up a system and 
then watch how it evolves—we prepare it so it has a certain 
coarse-grained description, but we lack the experimental precision 
to fix its exact microstate. So we’re ignorant about that microstate, 
and the uniform probability measure is a natural way to represent 
that ignorance. And if we want to predict the system’s state at later 
times, the methods of statistical mechanics are the best we can do. 



OUP CORRECTED AUTOPAGE PROOFS – FINAL, 26/01/21, SPi

Reduction and irreversibility

91

But it would obviously be folly to try to predict the system’s state 
at earlier times using those methods. They assume that the system 
is evolving under its own dynamics, without outside influence, and 
we know that that’s false in its past, because our own preparation 
process was that ‘outside influence’.

The central idea here is that the distinction between past and 
future in statistical mechanics is just a consequence of the 
distinction imposed by our own nature as experimenters and 
agents. Our memories and our abilities to intervene in the world 
determine a direction in time, and the irreversibility of statistical 
mechanics just follows from that direction.

This is an elegant approach, and is quite popular among some 
physicists, especially those with an interest in information theory. 
But it pays a high price for that elegance: in taking our human 
perception of the directedness of time as an input, it rules out any 
attempt to explain where that direction itself comes from. In 
particular, on pain of circularity it cannot (it would seem) appeal 
to the asymmetries and irreversibilities of macroscopic physics to 
explain why we, as physical systems, in fact have the capacity to 
remember the past and influence the future, but not vice versa. 
Furthermore, it seems to lack the resources to explain why, as a 
matter of plain fact, various physical processes throughout the 
Universe just display irreversibility, even when we have nothing to 
do with them. The melting of snow, the eruption of volcanoes, the 
birth and death of stars—all occur outside our control, and yet all 
manifestly obey irreversible laws.

What is the alternative? Recall: the uniform probability measure 
is an initial condition on a system: it correctly reproduces 
irreversible dynamics into the future, but not into the past. The 
earlier in time we impose it, for any given system, the longer 
the period in which the methods of statistical mechanics work. 
The limiting case is as simple as it is dramatic: impose the 
condition on the Universe as a whole, at the beginning of time.
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The general name for a condition of this sort is a ‘Past 
Hypothesis’: a specification of the microscopic details of the 
Universe just after the Big Bang. The details of what that 
hypothesis should be are somewhat contested (when one looks at 
the details, there are more possibilities than simply imposing the 
uniform probability measure) but the basic idea is common to all: 
irreversibility requires an initial condition as well as the reversible 
microdynamics, and holds only after that condition is imposed; if 
irreversibility is an objective agent-independent feature of the 
world, then we need to treat the imposition of that condition as a 
fact about the world and not just about our way of interacting 
with the world. And to impose the condition consistently, we are 
led back and back until we end up imposing it at the creation of 
the Universe.

There is, to be sure, something startling, even bizarre, about the 
idea that the observed irreversibilities we see here and now have 
their origin in cosmology. Yet if we have a dynamical conception of 
statistical mechanics—if we indeed want to see the theory as an 
account of objectively correct emergent higher-level physics—its 
logic is difficult to avoid.

There is one, apparently innocent, assumption throughout this 
chapter: that it makes sense to suppose that a microscopic system 
actually has one state or another—that its constituent parts really 
do have some velocities and some positions, even if we do not 
know them. That assumption is called into question by quantum 
mechanics, without doubt the strangest theory in modern physics. 
In the last two chapters of the book, I turn to the philosophical 
puzzles of this remarkable subject.
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Chapter 5
Mysteries of the quantum

A ‘theory’, in physics, can be many things, from the highly specific 
to the utterly general. At one extreme are the theories (sometimes 
called ‘models’) which describe particular, concrete systems, fully 
specifying—at least, on some level of description—what properties 
the system has and how it behaves. The mechanics of the planets 
of the Solar System is like this: it says that there are eight planets 
and the Sun, that their masses are such-and-such, and that they 
move in such-and-such a way. At a slightly more general level is 
the abstract framework of Newtonian celestial mechanics, which 
encompasses not just our solar system, but any system of bodies 
moving under gravity in the regime where relativity does 
not matter.

We can zoom out further. Special relativity does not describe any 
specific system or set of interactions: rather, it is a framework to 
encompass any theory whose inertial structure is that which we 
derive from the relativity principle and the light postulate (or, if 
you prefer, whose natural spacetime setting is Minkowski 
spacetime), whether that theory concerns particles in an 
accelerator or matter on a far larger scale. It is contrasted not with 
specific theories like Newtonian celestial mechanics but with 
alternative frameworks for writing such theories, like the 
framework described by Galilean spacetime. Similarly, the insight 
of the equivalence principle—that gravitation is the localization of 
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inertial structure—is a framework for theories of gravity (or, 
rather, multiple frameworks, depending on whether the inertial 
structure to be localized is that of Newton and Galileo, or Einstein 
and Minkowski). The concrete theories of general relativity and of 
Newtonian gravity are then described within those frameworks.

(Other general frameworks cross-classify these frameworks of 
spacetime and inertia. Particle mechanics is the framework in 
which lie all theories that describe systems of point particles 
interacting with one another, whether those ‘point particles’ are 
genuinely tiny or are idealizations for stars and planets; it may be 
contrasted with field theory, the general framework of which the 
theory of electricity and magnetism is a special case.)

Yet even frameworks as general as these are not the limit. 
Classical mechanics, understood in its broadest terms, 
encompasses essentially every theory we have so far considered: it 
makes no assumptions about inertial structure or about the nature 
of matter. In essence, it requires of theories only (i) that each 
system they describe has a physical state—a description of what 
the system consists of and what properties it has—whose 
evolution over time is the business of the theory to state; and (ii) 
that when a system can be broken into parts, each part has its own 
state, so that the state of the whole can be given by giving the 
states of the parts.

Is that really a framework, you may ask, or a mere tautology? Is it 
even conceivable that a physical theory might not fall under the 
classical-mechanics framework? Remarkably, it is not just 
conceivable but actually true: a vast part of physics, including 
most of the great successful theories of the 20th century, lies 
instead in the framework of quantum mechanics. Originally 
developed to account for sub-atomic physics, it now underlies 
physics at every scale from the Higgs boson to the quantum 
fluctuations that distributed galaxies across the night sky, pausing 
on the way to encompass, to name three, the theory of 
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superconductivity, the workings of the transistors inside every 
laptop and mobile phone, and the secrets of nuclear weapons. It 
is, to put it mildly, a pretty successful framework.

And yet, we do not understand it.

Or rather: there is no agreement as to how to understand it, 
beyond a consensus that at any rate it cannot be made sense of 
in the way that classical mechanics can. Some physicists and 
philosophers treat quantum mechanics as a reason to rethink the 
whole conception of science. Others think its paradoxes are so 
severe that the theory itself must be replaced. Still others see in 
it evidence that our own Universe is only one part of a far 
vaster reality.

In this chapter, through descriptions of three simple experiments, 
I will try to convey just what these deep issues in quantum 
mechanics really are, and why the quantum framework is so 
different from the classical. In Chapter 6, I will see what lessons 
we might learn from this for physics, for philosophy, and for our 
understanding of our place in the cosmos.

Interference and measurement

Shine a laser at a light detector, and measure the strength of the 
signal as the power of the beam is reduced. For a while, the 
result is simple: just a smooth decrease in the amount of laser 
light detected. But there is a threshold energy where, if light is 
not detected at that energy, it is not detected at all. Turning the 
laser power down, beyond that point, doesn’t mean weaker and 
weaker detection: it means that detection happens less and less 
often, but each time it does happen that same, fixed, amount of 
energy is detected. Light, that is, seems to come in chunks of 
fixed energy—quanta of light (hence, quantum mechanics). The 
energy of each light quantum depends only on the colour of the 
laser: for a given colour, more or less energy corresponds to more 
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or fewer quanta being emitted. Or put another way: a beam of 
light is a stream of light particles—or photons, as physicists 
call them.

So far so good: there is nothing intrinsically crazy about light 
being made of particles (it’s what Newton thought, in fact). Now 
we make things slightly more complicated. A half-silvered 
mirror—a mirror that reflects half the light that falls onto it—is 
placed at an angle into the laser beam, splitting it into two 
half-strength beams (Figure 6(a)).

Reflected
beam

Half-silvered
mirror

LASER

(a)

(b)

Transmitted
beam

LASER

A

B

6.  Interference experiments with light: (a) splitting a light beam with 
a half-silvered mirror; (b) interference—splitting and recombining a 
light beam.
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Does the half-silvered mirror split each photon into two 
half-strength photons? Or do half the photons go one way, half 
the other way? At first sight, either is possible, but when we 
look—when we put detectors into each beam—we find that every 
time a photon is detected, it has the same energy—depending 
only on the colour of the beam—that we found earlier. So (it 
seems) each time a photon hits the half-silvered mirror, it either 
gets deflected or let through, with a 50 per cent chance of each. 
Again, so far so good.

One more complication. We use ordinary mirrors to bend the two 
beams around so that they cross, and at their crossing point we 
insert another half-silvered mirror (Figure 6(b)). What this does 
is: it splits the beams, then recombines them, and splits them 
again. And it now looks as if there are four ways each photon can 
travel. If it bounces off both half-silvered mirrors, or off neither, it 
ends up in one place (A in Figure 6(b)). If it bounces off the first 
half-silvered mirror but not the second or off the second but not the 
first, it ends up in another (B in Figure 6(b)).

We know that a photon has a 50 per cent chance of bouncing 
each time it hits the mirror. So it looks as if each of these four 
possibilities is 25 per cent likely. Even without doing the 
experiment (it seems) we know what we must find: half the time 
(25% + 25%) the photon gets to A and half the time to B, so the 
two detectors give equal-strength signals.

Yet this is not what we find. Depending very delicately on exactly 
how long each beam is, the experimenter can arrange for all the 
light to be detected at A, or all  the light to be detected at B, or 
anything in between.

Physicists call this effect interference, and they mean it 
literally—one of the beams somehow interferes with the other, 
so that what happens to the light depends on both  beams. And 
indeed, if we block one beam entirely, the interference goes 
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away—half the (remaining) light turns up at A, half at B. So this 
seems to suggest that what’s really going on is an interaction 
between the photons of light, so that the ones in the left-hand 
beam bounce off the ones in the right-hand beam.

That too is testable. We can turn down the strength of the laser 
(or, more realistically, put a nearly opaque filter in front of the 
laser) until only one photon is going through at a time. If 
interference happens because some photons bounce off other 
photons, this ought to mean that the interference effect goes away 
when only one photon at a time is present. But it doesn’t: however 
weak the beam, the interference effect persists unchanged. If we 
have arranged for all the photons to be detected at A, that is where 
they will be detected whether one passes through at a time, or a 
trillion do.

So what is going on? It looks as if something must be in both 
beams whenever a photon passes through the system. The 
‘something’ behaves just like a photon: doing anything to the 
beam that blocks photons, stops the interference; doing anything 
to the beam that leaves photons unaffected, leaves the interference 
unaffected. Yet whenever we look at both beams, we find only one 
photon at a time, and we find it in one beam or the other—never 
both. In other words, it seems as if the photon is in both beams at 
once—until we look at it, at which point it makes its mind up to be 
in one beam or the other.

But this makes little sense. ‘Looking’, after all, is just one more 
physical process. The devices we use to measure the presence of 
photons are themselves just made of microscopic particles, 
governed by quantum mechanics. And the act of looking is just 
one more interaction between physical systems, again governed by 
quantum mechanics. We shouldn’t have separate rules for how 
atoms behave according to whether we humans designate a bunch 
of atoms as ‘a photon detector’ or not.
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To see what quantum mechanics itself says about how the 
detectors ought to behave, we can resort to an old (and less than 
ethical) thought experiment due to Erwin Schrödinger. Suppose 
we simply look to see which beam the photon is in, by putting a 
detector into each beam. And suppose we wire up the left-hand 
detector—but not the right-hand one—to a gadget that kills cats, 
and we put some unfortunate feline in range of the gadget.

If the photon is in the left-hand beam, the cat will die. If the 
photon is in the right-hand beam, the cat will live. So if the photon 
is in both beams at once, what quantum mechanics appears to be 
telling us is that the cat both lives and dies—that it is, crazily, alive 
and dead at the same time.

Of course, experimenters doing this experiment do not report 
‘I saw a semi-live, semi-dead cat!’; they report either live cats, or 
dead—just as photons are not seen at both detectors at the same 
time, but are seen at one detector some fraction of the time, at the 
other detector the rest of the time. (I hasten to add that, to my 
knowledge, no-one has literally performed the experiment with 
real cats!)

Here’s a different way of putting the paradox. We started with the 
idea that light comes in localized particles, so that the state of the 
laser beam is just given by saying how many photons there are and 
where they are. When a photon passes through the half-silvered 
mirror, on this way of thinking, it ends up either in the 
transmitted beam or the reflected one—we don’t know which one, 
but it’s definitely in one or the other, and we can use the language 
of probability to quantify our lack of knowledge. (Or, if you prefer, 
to quantify the fraction of the times that the photon is in one 
beam or another—the puzzles about understanding probability, 
which we encountered in Chapter 4, occur here too!) We saw that 
this interpretation founders on the rock of interference, which 
pushes us towards regarding the photon as being in both beams at 
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once. But then that delocalized, extended conception of the 
photon itself runs into trouble when we actually measure where it 
is—at that point, the interpretation of the photon as having an 
unknown, definitely localized state takes over again, and the 
interpretation where it has a known, indefinitely localized state 
has to be dropped. We seem to have to shift, inconsistently, from 
one description to another and back, depending on what features 
of the experiment we wish to describe.

The mathematics of interference is formally equivalent to the 
mathematics of waves, and so this interpretative inconsistency 
used to be called ‘wave-particle duality’ (and, indeed, that name 
persists in older textbooks and in much popular science). But it’s 
better to understand it as an inconsistency in the account of the 
system that quantum mechanics gives us: we have a choice 
between (i) a story of indefinite, delocalized, but known properties 
(the ‘indefinite description’); and (ii) a story of definite, localized, 
but unknown properties (the ‘probability description’). 
Interference seems to require the indefinite description; 
measurement seems to require the probability description. And 
the question of how to make sense of the theory, given the 
apparent need for both (i) and (ii) and the apparent inconsistency 
between the two, is called the ‘measurement problem’.

Superpositions and quantum states

Physics has a language to describe the apparent indefiniteness of 
photons (or anything else). If a particle can be here or there, it can 
also be in a superposition of here and there. Using the notation 
developed by the physicist Paul Dirac, we can write this 
superposition as

 STATE > = a  here > + b | there >

|STATE> is called the ‘quantum state’ of the particle, and 
quantum theory, and its philosophy, are essentially about how 
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these states evolve and are interpreted. The terms ‘a’ and ‘b’ are 
amplitudes, mathematical objects (complex numbers, to be 
specific) that have both a magnitude (a positive, real number, 
written |a|) and a phase (which can be thought of as an angle). 
Effectively, a complex number is a little arrow: its length is its 
magnitude; its angle to the x-axis is its phase. These amplitudes 
describe both the probability and the interference aspects of 
quantum mechanics. As for the probabilities: if we measure where 
this particle is, the probability of finding it ‘here’ is equal to the 
squared magnitude of the amplitude for ‘here’: Prob(here) = |a|2. 
And similarly for ‘there’. This probability rule is called the Born 
rule, after Max Born who originally proposed it; pretty much all 
evidence for quantum mechanics relies on it.

The Born rule makes |STATE> look a bit like a probability 
distribution: saying that the particle has |STATE> as its quantum 
state bears a certain resemblance to saying

( ) ( )2 2‘here’  Probability  a         ‘there’  Probability  b 

But crucially, two quantum states can assign to an outcome 
amplitudes with the same magnitude but different phases—and 
the phases affect how the system evolves over time, including how 
different possible paths the system takes might interfere with one 
another. Replacing b with −b in |STATE> makes no difference to 
the probabilities, but can make a big difference to how |STATE> 
evolves over time—which, in turn, can make a big difference to 
what the probabilities of future measurements will be.

We see in |STATE> a direct realization of the two conflicting 
descriptions of quantum systems which we discussed in the last 
section. When we want to understand the effect of measuring a 
system, the probability interpretation of |STATE> is natural: if 
|STATE> is just a mathematical way of saying ‘the system might 
be here, or it might be there; here are the probabilities’ then 
‘superpositions’ are unmysterious. But we cannot understand 
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|STATE> this way if we are concerned instead with a system’s 
dynamics, at least not if those dynamics contain interference: 
interpreting |STATE> just as a probability distribution amounts 
to losing track of the phase information, and that information has 
empirically significant consequences.

But if the probability interpretation of |STATE> looks 
problematic, the interference interpretation is not much better. 
Consider again Schrödinger’s poor cat, whose state might be 
written as

( )| CAT STATE > = ( 1/ 2  ) ALIVE > + DEAD >

This is an equal superposition of ‘alive cat’ and ‘dead cat’, and 
applying the Born probability rule tells us that a measurement is 
equally likely to find the cat alive as dead. (The (1/ 2)  term just 
makes sure that the squares of the amplitudes add up to 1.) On the 
probability interpretation of |CAT STATE>, none of this is 
especially mysterious: |CAT STATE> just represents a cat that is 
as likely to be alive as dead; measurement just tells us which it is.

But if |CAT STATE> represents the actual, physical state of the 
cat, something seems terribly wrong: that state is a bizarre, 
half-dead, half-alive cat, of a kind that no-one has ever seen—and 
the Born rule, which predicts that what we actually find when we 
measure the cat is a live cat with probability 50 per cent and a 
dead cat with probability 50 per cent, is nowhere to be seen. 
(Indeed, probabilities in general are nowhere to be seen if we 
understand |CAT STATE> this way.)

So: the quantum state apparently cannot be understood either as 
describing the actual physical properties of the system (as in 
classical mechanics) or as describing the probabilities for the 
system to have various properties (as in statistical mechanics). 
The dilemma becomes sharper still when we consider the 
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quantum state of multiple systems, and the remarkable property 
of entanglement.

Correlation and entanglement

Quantum particles—electrons, say—have a property called ‘spin’. 
Very roughly, spin encodes the rotation of the electron around its 
axis, but it is stranger than that: its oddities could make up a 
chapter of this book themselves but I will largely put them aside. 
Suffice it to say that for any direction in space, the spin of an 
electron can be measured in that direction, and there are only two 
outcomes, which we can call ‘up’ and ‘down’. A generic quantum 
state of an electron (ignoring those features which tell us where it 
is in space, and focusing only on spin) could then be written

 ELECTRON > = a  UP > + b | DOWN >

where |UP> and |DOWN> are relativized to some, fixed, direction 
in which we choose to measure the spin.

Now let’s consider two  such electrons. If we measure their spins 
separately, there are four possible outcomes: ‘up’ for both; ‘down’ 
for both; ‘up’/‘down’; ‘down’/‘up’. So a generic quantum state of the 
two electrons together can be written

 TWO ELECTRONS > = a  UP,UP > + b | UP,DOWN > +
c | DOWN,UP > + d | DOWN,DOWN >.

It’s natural to ask: what are the states of the two electrons 
separately, given this state for both electrons together? 
Remarkably, there may be no such states. For consider: if each 
electron has its own state, that state determines (by the Born 
probability rule) what the probabilities are of getting ‘up’ or ‘down’ 
when spin is measured. And since those probabilities are 
determined by the state alone, there can be no prospect of 
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correlation between the measurements, no prospect that 
measuring the spin of one particle gives information about the 
result of measuring the other.

But it is easy to write down two-electron quantum states for which 
this is not the case: for example,

( )−| SINGLET > = ( )  UP,DOWN >  DOWN,UP >1 / 2

If we measure the spin of the two electrons when their state is 
|SINGLET>, we have—according, as always, to the Born rule—a 
50 per cent chance of getting ‘up’/‘down’, a 50 per cent chance of 
getting ‘down’/‘up’, and no chance at all that both particles are 
measured to have the same spin. So there is a perfect anti-correlation 
between the results of the two spin measurements, and hence 
no prospect of assigning separate quantum states to the two 
electrons. States like this are called non-separable, or—more 
poetically—entangled: they can only be described jointly, not in 
terms of the separate features of the system’s constituents.

If a pair of electrons has |SINGLET> as its state, and the spin of 
one of the electrons is measured, the result of measuring the 
other spin is predictable with 100 per cent success, no matter 
how far apart they are. Whether this seems bizarre or mundane 
depends very much on how we think of quantum states. If they 
are thought of as probabilities, this tight correlation is 
unmysterious in itself: if you know, say, that a white card and a 
black card have been put in two envelopes which are then 
shuffled, and on opening the first envelope you find a white card, 
you know for sure that the other envelope contains a black card 
even if it is miles away—but no mysterious non-locality makes it 
so. If on the other hand a singlet state describes a state of affairs 
that is simultaneously (up here, down there) and (down here, up 
there)—whatever that means—then before the measurement the 
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states of the two electrons are indefinite, and after the 
measurement they are definite—and that chance from 
indefiniteness to definiteness seems to occur instantaneously, 
no matter how far apart the electrons are.

This might seem to support the probability interpretation of the 
state, and to support the idea that ‘entanglement’ is just another 
word for correlation. But—even if we set aside the profound 
difficulties that interference poses for a probability interpretation 
of quantum states—entanglement cannot be understood so 
simply, as we will now see through consideration of a simple game 
and its remarkable implications.

Bell’s theorem and the necessity of non-locality

Cooperative games—games where the players work together 
towards a shared goal—are in fashion at the moment. The ‘Bell 
game’, a cooperative game for two players, hardly competes with 
the most enjoyable of these games, but what it lacks in gameplay it 
makes up for in philosophical significance. To play, we need two 
coins, two cards, and two rooms, one of each for each player. The 
coins can land ‘heads’ or ‘tails’ when tossed; the cards have one 
white side and one black side; the rooms are distant from one 
another and locked.

Here’s how you and I can play a round of the game. We go into the 
two rooms, and each flips our coin. Having done so, we put our 
card either white-side up or black-side up. The winning 
conditions are a little strange: we win if we both put the card the 
same side up (both white, or both black)—except that if we both 
get ‘tails’ when we flip the coin, we win if our cards are different 
sides up (black/white or white/black). We play many rounds, and 
then at the end score up: our score is the fraction of times we won. 
Here’s a summary of the rules:
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My coin Your coin Winning condition

Heads Heads Both cards same way up

Heads Tails Both cards same way up

Tails Heads Both cards same way up

Tails Tails Both cards opposite ways up

Before starting to play, we can compare notes, so that we can come 
up with the best strategy we can. A pretty good strategy, for 
instance, is just to agree that we will always put the card white-side 
up, no matter what. On that strategy, we’ll win three-quarters of 
the time, losing only when the two coins are both tails.

What if we want to do better—to win not just three-quarters of 
the time but all of the time? It isn’t hard to convince yourself that 
it’s impossible. Suppose, for instance, that we agree that you will 
play white, whatever happens. I need to play black if both of our 
coins are ‘tails’, but white if only one of them is—but to work that 
out, I need to look at your coin as well as mine, and it’s in a 
different room. So I can’t avoid sometimes playing the wrong card, 
so that at least one of the four possible combination of coin tosses 
leads to us losing. Similar problems occur whatever strategy we 
try: because we can only look at our own coin, and because the 
winning conditions depend on a joint property of both coins, there 
will always be at least one of the four coin-toss outcomes on which 
we lose. We can’t get above 75 per cent.

What about if we allowed randomness in our strategies? We 
might decide, in advance, to play a different strategy on each 
round of the game; we might even make our plan by tossing 
coins or rolling dice of our own. It won’t help. None of the ‘pure’ 
(that is, non-random) strategies do better than 75 per cent 
success, so randomly mixing those strategies can’t get us above 
75 per cent either.
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So suppose that we come across two players of this game who do 
manage to beat 75 per cent. How could they be doing it? The 
obvious possibility is that they are cheating—they have sneaked 
a pair of mobile phones or similar into the rooms and are 
comparing notes. We have proven, it seems, that unless you cheat 
in this way, the best score possible in the Bell game is 75 per 
cent—so a score above 75 per cent is proof of cheating.

Suppose we really care about preventing cheating. Here’s an 
apparently sure-fire way to do it: make sure that the two rooms 
are so far apart that even light doesn’t have time to travel from one 
room to the other during the course of the game. (Maybe one 
room is on Earth, one is in orbit around Jupiter, and we only play 
for ten minutes, less than the 35‒50 minutes it takes light to travel 
between the planets.) At this point, cheating seems physically 
impossible: it would require faster-than-light signalling.

Our result—that 75 per cent is the maximum possible score on the 
Bell game without being able to signal between the two rooms—is 
called Bell’s inequality, after the physicist John Bell. If that score 
could be beaten, it would seem to mean that some signal is 
travelling between the two rooms in which the game is played; if 
those rooms are too far apart for light to travel between them, that 
signal must be a faster-than-light signal.

In a remarkable experiment in Paris in 1986, Alain Aspect set up 
apparatus that, in effect, played Bell’s game and won—not all the 
time, but more than 75 per cent of the time. (He used randomizer 
devices rather than human players, and the detailed form of the 
inequality he violated looks different from the 75 per cent we have 
used here, but the underlying ideas are the same.) Since then, 
Aspect’s result has been replicated time and again. Here is how 
the trick is done: we generate pairs of particles in the |SINGLET> 
state, and send them into the two rooms. In each room, the player 
(or rather: the automated circuitry acting as the player) measured 
the spin of the particle in one of two possible directions, with the 
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choice of direction determined at random by the coin flip 
(actually, by a mechanical randomizer device). A result of spin up 
is interpreted as playing ‘white’, a result of spin down, as ‘black’. 
Unlike in our earlier discussion of |SINGLET>, these directions of 
measurement are not the same for each particle, so we would not 
predict perfect anti-correlation of the results: what quantum 
theory predicts is that the anti-correlation gets gradually weaker 
as the directions of measurement diverge.

The relevant mathematics is a bit beyond the level of this book, 
but the end result is easy to describe: if we carry out this protocol, 
preparing and measuring sequences of spins, the score on the Bell 
game is about 85 per cent—well above the Bell-inequality threshold.

The first thing we can conclude from this is that there is more to 
entanglement than probabilistic correlation. If |SINGLET> could 
somehow be thought of as describing a pair of anti-correlated but 
definite spins, measurements of those spins would just constitute 
a (very complicated) randomized mixture of strategies—and 
we have seen that no such mixture can crack the 75 per cent 
threshold. Whatever entanglement is, it is stranger than that, 
and seems to have something genuinely non-local about it. The 
correlations between spin measurements when we measure 
|SINGLET> are too strong to be attributed to any underlying 
local description.

But we can learn far more than this from the experiments 
that violate Bell’s inequality. After all, our derivation of the 
inequality made no use of quantum mechanics: it was simply a 
demonstration that any strategy that beats the 75 per cent score 
on the Bell game must be using some kind of faster-than-light 
interaction. And Aspect’s experiment, and its successors, did beat 
that score. So—even if quantum mechanics were to be disproved 
tomorrow—that experiment seems to be direct empirical evidence 
that the world includes processes that happen faster than light, 
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indeed processes that happen arbitrarily fast, instantaneously  
even.

That conclusion is hotly contested. Most physicists do not accept 
that faster-than-light interactions occur in nature: they point both 
to the tension between special relativity and the existence of such 
interactions, and to the ‘no-signalling theorem’—a straightforward 
result of quantum mechanics—which demonstrates that at any 
rate no physical process consistent with quantum mechanics can 
be used to send actual, usable information faster than light. (So if 
there are faster-than-light effects underlying the violation of Bell’s 
inequality, they are hidden away, almost conspiratorially, so that 
we cannot detect them directly). But how the impossibility of 
faster-than-light signalling can be made compatible with Bell’s 
inequality and its violation is controversial and unclear.

These mysteries—the problem of measurement and of the 
interpretation of the quantum state; the nature of entanglement; 
the non-locality implied by violation of Bell’s inequality—are the 
‘facts on the ground’ that any attempt to make sense of quantum 
mechanics must address. It should already be apparent that a 
simple extension of the classical-mechanics (or indeed the 
statistical-mechanics) framework is ruled out: to understand 
quantum mechanics apparently requires a shift in our 
philosophical attitude, in the physics itself, or in both. In 
Chapter 6 we will see how this might be done, and why it matters.
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Chapter 6
Interpreting the quantum

Chapter 5 was in a sense mostly negative: I tried to make clear, and 
vivid, just how strange quantum mechanics is and how severe the 
obstacles are in the way to understanding it. But that does not mean 
that understanding is impossible. Ever since the birth of quantum 
mechanics, physicists and philosophers have been discussing its 
meaning, and the last forty years have seen really substantial 
progress in understanding the options—even if that progress has 
not been matched by the development of any consensus.

In this final chapter, I will lay out and discuss some of the most 
interesting and popular strategies that have been developed to 
make sense of quantum mechanics. I should admit that in my 
view the last strategy I discuss, the Everett interpretation, is most 
likely to be correct. But my goal in this chapter is less to defend 
one particular approach as to show how this question is of 
philosophical and scientific interest. Working out how to think 
about and make sense of quantum mechanics is important: it has 
led to very substantial scientific results and is likely to lead 
to more.

Probabilities and measurements

Recall my description of how physics in practice treats the 
quantum state: inconsistently, as either a probabilistic description 
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of a system’s unknown but definite state, or as a physical 
description of its indefinite state. Most ways to make sense of 
quantum mechanics can be thought of as committing to one 
approach or other, and trying to resolve the apparent paradoxes 
of that approach. Here, we’ll begin with the probabilistic 
approach.

Let’s consider again the spinning electron, as a paradigm quantum 
system: a generic state of that electron can be written as

STATE> = a UP> + b|DOWN>

and the Born probability rule tells us that if we measure its spin 
(as usual, along some fixed axis), we have probability |a|2 of 
getting ‘up’ and probability |b|2 of getting ‘down’. As I explained in 
Chapter 5, this probability rule cares only about the magnitudes of 
a and b, and not about their phases; those phases matter because 
they influence how the state evolves, and in particular how 
interference plays out.

However, there is a way of getting at those phases through 
measurement, as long as we remember that more than one thing 
can be measured. Suppose we instead measure spin along a new 
axis, at right angles to the old one (let’s say the old axis is the 
z-axis and the new one is the x-axis). Then the laws of quantum 
theory say that this same state can be written as

( ) ( )−|STATE> = a + b  / 2|UP;x> + a  b  / 2 |DOWN;x>

so that the probability of getting ‘up’ on an x-axis measurement is 
(|a + b|2 / 2), which depends not only on the magnitudes of a and 
b but also on their phases. (Here |UP;x> and |DOWN;x> are 
states with spin up and down about the new axis.) So the phases 
need not just be thought of as carrying dynamical information; 
they also carry information about the results of other 
measurements.
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(Actually, these are just two sides of the same coin. One way to 
measure spin along the x-axis is just to rotate the system by 90 
degrees, so that the x-axis turns into the z-axis, and then measure 
spin along the z-axis. The ability to make measurements about 
any axis is equivalent to the ability to apply arbitrary dynamical 
transformations to a system and then make measurements about 
a fixed axis.)

All of this generalizes to other directions of measurement, 
and indeed to other quantum systems. It is not difficult to 
show that, if we are given the probabilities for each outcome 
of any measurement that could be performed on a 
system, then that is enough to work out the complete 
quantum state.

What more would be required to make sense of the quantum state 
in probabilistic terms? Just this: some assignment of actual 
properties to the system such that (a) quantum measurements can 
be understood as passive reports of what those properties are, and 
(b) the quantum state can be understood as determining the 
probability that the system has a given collection of properties. 
(This is what classical-statistical mechanics gives us: the 
underlying properties are the actual positions and velocities of the 
particles that make up the system; statistical probabilities encode 
how likely it is that those positions and velocities have any 
given value.)

We saw in Chapter 5 that interference seemed to prohibit doing 
this in any straightforward sense: the photon couldn’t be in one 
channel or another on pain of failing to account for interference, 
and couldn’t be spread across both channels on pain of failing to 
explain why it is always measured to be in one channel or another. 
In fact that argument can be sharpened and made much more 
precise. Powerful mathematical results—the Kochen–Specker 
theorem, Gleason’s theorem, the Pusey–Barrett–Rudolph 
theorem—have by now convinced (nearly) everyone in the field 
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that no such strategy is possible. (And the Bell inequality tells us 
that any such strategy would in any case involve faster-than-light 
interactions.)

But there is an alternative: hold on to the idea that the quantum 
state is understood in terms of the probabilities of various 
measurement outcomes, but abandon the idea that those 
measurement outcomes are reports on the pre-existing properties 
that the system has. From this perspective, the quantum state is a 
mathematical device used to summarize what happens when 
physicists perform various processes in the lab; any attempt to 
understand those processes as measurements of some underlying 
reality—or indeed to understand quantum theory as a description 
of the world in itself and not just as an algorithm to predict 
measurement outcomes—is set aside.

This approach to understanding quantum mechanics is a variant 
of instrumentalism, one of the philosophies of science which we 
considered in Chapter 1: we are to think of quantum mechanics 
not as a description of the world, but as a tool to describe the 
results of experiments. Questions about what the system is doing 
when we don’t measure it—for instance, what Schrödinger’s 
poor cat is up to before we open its box—are set aside, on 
instrumentalist approaches, as meaningless: we ask them only 
if we have not understood what sort of theory quantum 
mechanics is.

Proposals like this have been around in quantum theory since the 
1920s (Niels Bohr and Werner Heisenberg, two of the founders of 
the subject, were to varying degrees sympathetic); they remain 
popular in some parts of the physics community. The great 
majority of philosophers are sceptical, given the problems with 
instrumentalism we considered in Chapter 1: it relies on a 
separation between the ‘observational’ part of a theory (about 
which the theory actually makes meaningful claims) and the 
‘theoretical part’ (which is just a tool to help us analyse the 
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observational part), and that separation does not match physics 
as we find it.

In the particular context of quantum mechanics, the problem is 
this: quantum measurement devices are not black boxes, scattered 
across the desert by benevolent aliens or deities. They are 
complicated physical devices, built to interact in complicated ways 
and relying, themselves, on the principles of quantum mechanics. 
We cannot understand what a measurement device is or what it is 
measuring, or even if it is measuring anything at all, unless we 
understand its workings—in which case we need a way of 
understanding quantum mechanics in order to do so, and on 
pain of circularity that ‘way of understanding’ had better not 
presuppose we know what the measurement devices are.

Furthermore (though really it is a variant of the same objection) 
many of our applications of quantum theory do not fit well to the 
context of a lab and a measurement of a state. Many of the 
triumphs of quantum theory concern its explanations of the 
macroscopic properties of matter—why metals conduct, why gold 
is the colour it is, how crystals behave when heated—and those 
explanations can’t easily be analysed into discrete measurement 
predictions. For an even more dramatic example, consider the 
quantum fluctuations in the early Universe that gave rise to the 
distribution of matter over the largest scales—the theories of 
those fluctuations are testable, but only as part of a vast and 
complex theoretical framework for cosmology, so that there is no 
remotely simple way to argue that observations of the distribution 
of galaxies are just a ‘measurement’ of the quantum state of the 
early Universe.

These objections are far from conclusive—and given that less than 
a century ago instrumentalism was the dominant philosophy of 
science, it would be hubristic for philosophers to be fully confident 
that instrumentalist approaches to quantum mechanics should be 
ruled out. But they at least give us strong reasons to investigate 



OUP CORRECTED AUTOPAGE PROOFS – FINAL, 26/01/21, SPi

Interpreting the quantum

115

the alternative approach: accepting the quantum state as a 
description of a system’s physical properties, and reconciling that 
with the problem of measurement and the paradox of 
Schrödinger’s cat.

Change the physics?

There is a (conceptually) very straightforward alternative way to 
approach the paradoxes of the quantum: we could decide that 
they are not just paradoxes but contradictions, demonstrations 
that quantum theory is wrong. Any theory that predicts that cats 
are alive and dead at the same time, when manifestly they are not, 
might be said to have refuted itself: perhaps the issue is not how 
to understand quantum mechanics but how to modify it—or 
replace it—so that it is not in flat contradiction with the facts. 
Given how fantastically successful the theory is, of course, any 
such modifications will have to be done delicately, to preserve 
those successes—and this is easier said than done.

There are a vast number of proposed strategies for how quantum 
mechanics can be modified, but I will focus here on just two 
prominent examples—dynamical collapse and hidden variables. 
The starting point for the first is the Schrödinger cat state, which 
(generalizing a bit to allow for variable amplitudes) can be 
written as

CAT STATE> = a ALIVE> + b|DEAD>

Since (it is argued) this state is not what we find when we actually 
look at the cat, the theory needs to be modified so that states like 
this do not arise, or at any rate do not persist when observed. This 
amounts to changing the equations of quantum mechanics, to 
introduce a new evolution that can be written as

→ 2|CAT STATE> ALIVE> (with probability a| )
→ 2|CAT STATE> DEAD> (with probability b| )
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If this transition has always occurred by the time that we actually 
observe the cat, it resolves the measurement problem—we find the 
cat either alive or dead (and not in a weird superposition of both), 
and the probability of each matches what the Born rule predicts. 
We can call this process quantum state collapse (other terms are 
‘wavefunction collapse’ and ‘state vector collapse’, named for 
various mathematical ways of thinking about the quantum state).

Quantum state collapse was introduced in the infancy of quantum 
theory—Paul Dirac, one of the founders of the theory, proposed 
that it should occur exactly when a system is measured. That is, 
there should be two different sorts of quantum-mechanical 
dynamics—the ordinary sort (which physicists call ‘unitary’), 
which applies whenever a system is not being measured, and the 
collapse rule, which occurs at the point of measurement. If we 
adopted the probabilistic reading of the quantum state (where the 
Schrödinger cat state just represents the probability of the cat 
being alive or dead), it would be trivial, corresponding only to our 
update of information when we actually discovered whether the 
cat survived. But as a proposed modification of quantum theory to 
solve the measurement problem, it cannot be thought of that way: 
instead, it is an instant, random change of the actual state the cat 
is in, shifting it from its undead indefiniteness to a more reputable 
state, either alive or dead but in any case definite. (As such, if we 
introduce quantum state collapse to solve the measurement 
problem, we do so as part of a physical interpretation of the 
quantum state—the probabilities now occur because of the 
randomness in the collapse rule, not as part of the very 
interpretation of the state.)

This way of presenting quantum mechanics is still found in 
introductory textbooks—but it has largely been abandoned in the 
actual practice of quantum mechanics. Its basic problem is that it 
treats ‘measurement’ as a primitive, unanalysed notion, and we 
saw in the last section that this conflicts with physicists’ desire to 
treat measurements as physical processes open to study with the 
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tools of quantum theory itself. Another way to put this, in light of 
the discussion in Chapter 4, is that a theory which has ‘measurement 
induces quantum state collapse’ as one of its fundamental principles 
is a theory in which any reductionist analysis of measurement in 
simpler terms is ruled out—and yet physicists seem to make such 
analyses all the time, and indeed to rely on them in building the 
complicated devices actually used in physics labs.

But there is an alternative way to think of quantum state collapse: 
instead of including a fundamental posit that collapse occurs 
upon measurement, we could imagine a theory where collapse 
occurs for some other reason, in some other circumstances, that 
can be described and defined sharply in terms of microscopic 
physics—and yet those circumstances are in fact such as to ensure 
that collapse has occurred well before actual measurements are 
completed. Theories of this kind are known as dynamical collapse 
theories—‘dynamical’ in reference to some microscopically 
defined, bona fide dynamical mechanism, instead of collapse by 
definition being triggered by the macroscopic concept of 
‘measurement’.

The constraints on any such theory are strict. If collapse happens 
too soon, it will suppress the interference effects which quantum 
theory relies on for its predictions and explanations, and so will 
falsify itself. If it happens too late, it will fail in its duty to suppress 
Schrödinger cat states. But, at least for simple versions of 
quantum mechanics, some such theories have been developed. 
They make predictions that deviate from those of ‘normal’ 
quantum mechanics (they predict that interference fails to occur 
in certain exotic, but in-principle-testable, circumstances)—so far 
experiments have failed to find any such deviations, but the 
experiments are extremely difficult to perform and it is not 
possible to rule out progress in the future.

The second strategy for modifying quantum theory starts with the 
apparently dual nature of the quantum state, both physical and 
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probabilistic. It makes sense of this by supplementing quantum 
theory with additional ‘hidden variables’, whose role in the theory 
is to describe the actual measurement outcomes: in the 
Schrödinger cat state, for instance, the quantum state remains 
indefinite but it no longer has the task of representing the 
macroscopic, observed world. That task falls to the hidden 
variables, which represent either a live cat or a dead cat—until we 
know what the values of those variables are, though, the cat might 
be either alive or dead. In these hidden-variable theories, 
probability enters the theory in the same (controversial!) way that 
it does in statistical mechanics, and so the probabilistic aspects 
of quantum theory are moved from the quantum state to the 
hidden variables.

Some hidden-variable theories have been constructed, again at 
least for simple versions of quantum mechanics (the most famous 
is the de Broglie–Bohm theory,sometimes called Pilot-Wave 
theory, or Bohmian mechanics, named for physicists Louis de 
Broglie and David Bohm). They are fairly popular among 
philosophers; those physicists inclined to modify quantum 
mechanics have more often tended to favour dynamical-collapse 
theories, I suspect because hidden-variable theories normally do 
not make predictions that conflict with orthodox quantum 
mechanics, and so (to most physicists’ eyes) the hidden variables 
complicate the theory without any empirical payoff. Advocates 
would retort that the payoff comes in having an intelligible theory 
in the first place.

(There is a more purely philosophical problem with  
hidden-variable theories. They rely—at least as they are usually 
presented—on the assumption that macroscopic measurements 
actually detect the hidden variables, and not properties of the 
quantum state. (For instance, it is critical that measurements of 
the cat detect the hidden variables, which represent either ‘live 
cat’ or ‘dead cat’, and not the quantum state, which if it represents 
anything intelligible represents both a live cat and a dead cat.) 
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In the most commonly discussed variants of hidden-variable 
theories, it is a premise of the theory that this is so, not something 
that can be dynamically derived from any analysis of 
measurement processes available within the theory. And this 
seems again to require a primitive notion of how measurement 
connects to physics, akin to that required by instrumentalism. 
This is highly contested territory in the philosophy of physics, and 
turns on fairly deep questions about what it is to interpret a 
physical theory.)

Hidden-variable and dynamical-collapse theories raise interesting 
philosophical puzzles, but the main problem with either is the 
enormous successes of quantum theory. To date, neither class of 
theories—nor any other approach that relies on modifying 
quantum theory—has succeeded in reproducing quantum theory’s 
predictions outside a relatively narrow range of applications: 
roughly, those concerned with the physics of matter moving at 
non-relativistic speeds, in situations where light can be ignored. 
No modificatory strategy, for instance, at present can reproduce 
the two-slit experiment (which uses photons of light), or explain 
the workings of a laser, let alone make sense of modern particle 
physics. Some progress has been made on this problem (exactly 
how much progress is contested; my own view is fairly sceptical), 
but at any rate, advocates of modifying quantum theory to solve 
the measurement problem are committed to a truly massive 
reconstruction project, rebuilding most of 20th-century physics 
on a new foundation.

Many worlds

The approaches of the previous section might be called  
‘change-the-physics’ approaches: they maintain a baseline scientific 
realism as the way to make sense of a physical theory, judge 
quantum theory according to that standard, and find it wanting; 
the solution is to change quantum theory itself. By contrast, the 
probability-based approaches to understanding quantum 
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mechanics are mostly ‘change-the-philosophy’ approaches: they 
leave the formalism of quantum theory unmodified, but adopt a 
different (normally somewhat instrumentalist) approach to what 
it is to understanding a physical theory.

In principle, both change-the-physics and change-the-philosophy 
are reasonable ideas. The paradoxes of quantum theory tell us that 
something is wrong; both physics and the philosophy of science 
seem reasonable places to look for that something. Indeed, there 
might seem to be a natural division of labour: philosophers are 
best placed to re-evaluate alternatives to scientific realism in the 
face of quantum paradox; physicists are best place to explore 
alternative physical theories.

In practice, this is not the way it goes. Very few philosophers 
(there are exceptions) really take seriously the idea that solving 
the measurement problem requires us to change our philosophy of 
science; by contrast, philosophers who think about these issues 
very commonly conclude that they show a deficiency in physics. 
Very few physicists (there are exceptions) really take seriously the 
idea that solving the measurement problem requires us to modify 
quantum mechanics itself; by contrast, physicists who think about 
these issues very commonly conclude that they require a new and 
more imaginative philosophy of science. The obvious 
interpretation is that philosophers are sensitive to how difficult 
the change-the-philosophy strategy is but complacent about the 
difficulties of the change-the-physics strategy—and vice versa.

But since the combination of scientific realism and unmodified 
quantum mechanics seemed to lead us to the paradox of 
Schrödinger’s cat, it might seem that either the philosophy of 
science, or the formalism of quantum mechanics must be 
modified, however difficult that might be. In fact this is not the 
case: there is a third option. The basic idea is due to physicist 
Hugh Everett in 1957, hence its official name: the ‘Everett 
interpretation’. To see how it works, consider Schrödinger’s cat 
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yet again, and ask how we know that a system can’t after all be 
simultaneously in a live-cat and a dead-cat state. The obvious 
answer is that we never see cats in such states—but ‘seeing’ is a 
physical process, and so we need to model it physically, within 
quantum mechanics, to determine what actually happens when 
observers—when I, for instance—interact with 
Schrödinger’s cat.

Here is a simple way of doing so. Very schematically, I must have 
at least three relevantly distinct states: |IGNORANT> (the state 
I am in before seeing the cat); |SEES ALIVE> (the state I enter 
upon seeing a live cat); and |SEES DEAD> (the state I enter upon 
seeing a dead cat). Suppose I look at a definitely living cat; before 
the observation, the joint state of cat and me will be |ALIVE; 
IGNORANT>, and this state will evolve into |ALIVE; 
SEES ALIVE>:

→ALIVE; IGNORANT> |ALIVE; SEES ALIVE>

Similarly, if the cat is definitely dead to start with, the process of 
observation must proceed like this:

→|DEAD; IGNORANT> |DEAD; SEES DEAD>

Now suppose the cat starts in the Schrödinger cat state,

CAT STATE> = a ALIVE> + b|DEAD>

Intuitively, we might expect my observation of this system to look 
something like

→|CAT STATE; IGNORANT>
|CAT STATE; SEES WEIRD INDEFINITE CAT>

But intuition is a poor guide to physics, and what the physics 
actually tells us (as an automatic consequence of how observations 
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of definitely living and definitely dead cats go) is that |CAT 
STATE; IGNORANT> can be rewritten as

|CAT STATE; IGNORANT> = 
a|ALIVE; IGNORANT> + b|DEAD; IGNORANT>

and so it evolves like this:

→|CAT STATE; IGNORANT>
a ALIVE; SEES ALIVE> + b DEAD; SEES DEAD>

According to quantum mechanics, I do not evolve into a state of 
definitely seeing an indefinite cat; I evolve into an indefinite state 
of my own, a state which is at once two ordinary, definite 
measurement outcomes.

And this goes on. If you ask me whether the cat lives, you end up 
in two states at once: one of hearing me say ‘yes’, one of hearing 
me say ‘no’. Indeed, the combined state of all of us—you, me, and 
the cat—is two states at once, but both individual states are 
mundane: the state where we come across a live cat, or the state 
where we come across a dead cat. If a third person enquires, or if 
you post the cat’s status on Facebook, more and more systems get 
drawn into this two-states-at-once condition—get entangled with 
us, that is.

Indeed, above a certain scale—a scale much smaller than the poor 
cat—interaction between one system and another is unavoidable 
even if there is no intentional ‘looking’. The gravitational effect of 
the cat on the air around me or the particles in my body effectively 
entangles me, and you, and our surroundings, with the cat, 
whether or not we attempt to know its condition. Try to put 
anything the size of a cat into a two-things-at-once state, and 
before long the whole planet, the whole solar system, will be in a 
two-things-at-once state.
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But what are those two things? Each is crushingly ordinary: they 
are both normal states of the Earth, differing only in whether 
some unfortunate cat lived or died. Each one develops in time 
according to the ordinary rules that govern normal states of the 
Earth. The state of the Earth, that is, consists of two parallel 
branches: a ‘cat lived’ branch, and a ‘cat died’ branch, each 
evolving over time without reference to the other.

There is a good word for a part of reality that looks like the 
ordinary Earth and which evolves without reference to other 
parts of reality: a world. Not a world in the sense of an entire 
self-contained universe, but a world in the sense that Earth or 
Mars is a world: they are pieces of reality that interact strongly 
with themselves but are scarcely affected by one another.

Of course, experiments with cats are scarcely the only place where 
the effects of quantum theory magnify up to human-sized objects. 
We live in a universe where small changes at the micro-level can, 
over time, reach the scale of the everyday. An electron in a 
fluorescent light is both here and there, a cosmic ray both does, 
and does not, strike a DNA chain in a cell . . . and, soon enough, the 
light both does and does not flicker; the cell both does and does 
not mutate. So this splitting into parallel worlds is commonplace, 
occurring countless times in a second, all across the Earth.

We are led to the conclusion that, if we take quantum mechanics 
literally and realistically, the world we live in is one of an 
innumerably greater plurality—an emergent multiverse—all 
existing in parallel with one another, each one constantly 
branching from the others. Hence the better-known name for the 
Everett interpretation of quantum mechanics: the many-worlds 
interpretation.

In some ways, the Everett interpretation is the strangest of all 
those we have considered. But in another sense, it is by far the 
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most conservative: it requires no modification of the 
phenomenally successful quantum-mechanical formalism, and no 
radical reconsideration of the scientific enterprise. Its admittedly 
astonishing prediction of a branching reality is a consequence of 
the quantum formalism itself, not some additional postulate 
layered on top of it.

It is (to put it mildly) controversial whether the Everett 
interpretation is viable. The most obvious, and the most 
frequently encountered, objection is sheer incredulity, but really 
this is less an ‘objection’, more an expression of astonishment. 
Serious critics of the Everett interpretation have tended to focus 
on two more specific concerns. First: does the formalism of 
quantum theory really imply the existence of parallel worlds, or is 
that just a verbal gloss of no physical significance? Second: how do 
we find probabilities in the theory?

The key to the first problem (sometimes called the preferred basis 
problem, for reasons which I lack space to explain) is to notice that 
the quantum dynamics of big complex systems rapidly conceal the 
interference effects that underlie the distinctively quantum features 
of quantum mechanics. When a quantum system has a great many 
moving parts—a great many degrees of freedom, as physicists 
say—those degrees of freedom generally become entangled with 
one another, so as to make the interference effects undetectable.

For instance, suppose we try to demonstrate interference not with 
a photon, but with a bowling ball. To do so we would have to 
prepare the ball in some indefinite state—a superposition of two 
different positions, say: schematically,

BALL> = a HERE> + b|THERE>

But air molecules, passing photons, and the like bounce off a 
bowling ball in the |HERE> state differently from one in the 
|THERE> state. So |BALL> is unstable: it very rapidly gets 
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entangled with millions of other particles, so that the bowling ball 
and its environment end up in a state like

|ENTANGLED BALL> = 
a|HERE; many particles record HERE> + 
b|THERE; many particles record THERE>

For an experiment—or a natural dynamical process—to detect the 
interference between the two terms in this superposition, the 
dynamics of that experiment cannot only act on the bowling ball: 
it has to act on both the ball and the environment, and to 
manipulate them in exactly the right way so as to display the 
interference. In practice, this is impossible.

This process of constant entanglement with an environment is 
called decoherence. It is an aspect of the irreversible macroscopic 
dynamics discussed in Chapter 4, and as such it has philosophical 
puzzles of its own—but it provides a dynamical explanation of why 
interference effects can be neglected when a system is sufficiently 
complicated, and why in that situation the system can robustly be 
described as two (or more) mutually isolated systems evolving in 
parallel, rather than as one system comprising interfering parts. 
When I said, above, that each of the ‘cat lived’ and ‘cat died’ 
branches evolved over time ‘without reference to the other’, 
decoherence was in the background: it is the physical process 
whereby quantum systems develop their emergent, but objective, 
branching structure.

(Decoherence can also be understood as showing us why in 
practice we can get away with treating the quantum states of big 
complicated systems as probability distributions over underlying, 
definite facts, even though interference means that this 
interpretation cannot be sustained: once decoherence has set in, 
those interference effects are undetectable and so can be ignored. 
For this reason, it is not uncommon—at least among physicists—to 
claim that decoherence by itself solves the measurement problem, 
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without any need for parallel universes. But to make this viable, 
we still need to shift our interpretation of what the quantum state 
is, from a physical to a probabilistic one, and decoherence alone 
does not license this. In practice, attempts to use decoherence to 
resolve the measurement problem usually end up as variants on 
the Everett interpretation—though this remains hotly contested.)

The second problem—the probability problem—is more difficult 
to solve. After a Schrödinger cat experiment, and after 
decoherence, the state of the world is something like

a LIVE CAT BRANCH> + b DEAD CAT BRANCH>

But to connect the theory to experiment, the squared amplitudes 
|a|2 and |b|2 must be interpreted as probabilities—and it is not 
immediately obvious why this is justified. After all, normally 
probability enters physics either through unknown microscopic 
conditions or through fundamentally probabilistic laws—but 
there is no relevant ignorance of the microphysics in the Everett 
interpretation, and no fundamental probabilities in its dynamics. 
(And we cannot, except metaphorically, regard the squared 
amplitudes as describing how many copies of each branch there are.)

Solving the preferred basis problem requires engagement with 
the detailed maths and physics of decoherence theory, but the 
probability problem is more purely philosophical. The squared 
amplitudes have the right formal properties to act as probability 
(they obey the axioms of the probability calculus; decoherence 
guarantees that they behave as if they were ‘fundamental’ 
probabilities); the question is: are they really probabilities? Many 
strategies have been proposed to answer this question, of which 
the most developed (by the physicist David Deutsch, and by 
philosophers like Hilary Greaves, Wayne Myrvold, and myself ) try 
to ask what the scientific method would be like for scientists who 
took the Everett interpretation seriously, and to recover the result 
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that those scientists would treat the squared amplitudes as if they 
were probabilities. It is a matter of continuing controversy 
whether these strategies succeed.

But there is a more basic point to make here. Probability is 
mysterious in physics even outside the context of the Everett 
interpretation. We have already seen how difficult it is to make 
sense of the probabilities of statistical mechanics. The supposedly 
‘fundamental’ probabilities of probabilistic dynamics are no less 
mysterious. We know how to use  the concept of probability 
(roughly: test probabilistic theories by measuring relative 
frequencies; choose actions that make desired outcomes more 
probable), but beyond that, there is no agreed-upon interpretation 
of probability. We know that it must make sense somehow, 
because of the role it plays in our science—but if the Everett 
interpretation is correct, that role is played not by fundamental 
probabilities but by the squared amplitudes of decohered 
branches, and has been all along. We need to avoid a double 
standard here: if physical probability is mysterious in general, that 
it is mysterious in one particular theory is not an argument 
against that theory in particular. In this case (as in many others) 
the strange setting of the Everett interpretation throws into sharp 
relief already-existing philosophical puzzles.

Non-locality revisited

In Chapter 5, I presented the ‘Bell inequality’: a constraint on 
correlations between distant pairs of measurements (or, as I set it 
up, on the maximum score in a game based on such correlations), 
under the assumption that those ‘distant pairs’ were not in direct 
communication; a constraint, moreover, that is empirically 
violated, and so seems to imply faster-than-light interactions in 
any empirically successful physical theory. We can now ask: how 
does this play out in the approaches to quantum mechanics that 
we have discussed?
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The question gets its clearest answer for dynamical-collapse and 
hidden-variable theories. These are explicitly committed, in their 
formalism, to the existence of faster-than-light interactions—
indeed, to instantaneous interactions, to ‘action at a distance’. In 
each case, this is a consequence of how the theories’ modified or 
supplemented dynamics apply for entangled particles. Consider 
again the two particles in a singlet state, and suppose those 
particles are taken very far away. According to dynamical-collapse 
theories, measuring the spin of one of the particles will cause the 
joint state of both particles to collapse, instantaneously affecting 
the other particle even if it is miles, or light years, away. According 
to hidden-variable theories, measuring the hidden variable 
corresponding to one particle’s spin will instantaneously influence 
the hidden variable corresponding to the other particle’s spin, 
again irrespective of how far away it is. (In each case, this 
instantaneous interaction is unavoidable if we are to reproduce 
the observed physics of measurements of entangled particles.)

This means that both classes of theory are at least in severe tension 
with the theory of relativity—and, with the aid of our work in 
Chapter 3, we can see why. To say that the effect on the distant 
particle is instantaneous is to say that the measurement has effects 
simultaneously for both particles—and we have seen that relativity 
does not permit any absolute, reference-frame-independent 
concept of simultaneity, and indeed that it strongly implies that 
‘simultaneity’ is a purely conventional notion. Action at a distance 
seems to conflict with this, and to reopen questions of the structure 
of spacetime which relativity seemed to have settled. (The matter is 
not entirely settled, though: there are, admittedly very simplified, 
models of dynamical-collapse theories which seem to work around 
the problem and to remain compatible with relativity.)

Advocates of these approaches complain that their critics fail to 
see the force of the arguments from Bell’s inequality. Those 
arguments, together with the experimental violation of those 
inequalities, tell us that any empirically adequate theory will need 
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to have faster-than-light interactions—and so (they go on) it is a 
strength, not a weakness, of these approaches that they honestly, 
explicitly, demonstrate how the faster-than-light interactions are 
fitted into the physics.

This is a little too quick, though: the Everett interpretation offers a 
route around the Bell inequality. For there was a suppressed 
premise in my presentation of that inequality: I assumed that 
experiments had unique outcomes, which is not the case in the 
Everett interpretation. It is generally accepted that experimental 
violations of Bell’s inequality do not force non-locality on a 
many-worlds theory—and indeed, the unmodified dynamics of 
quantum mechanics, adopted unchanged by the Everett 
interpretation, involve no action at a distance, and so no conflict 
with relativity.

What of the probability-based approaches? Here matters are more 
complex. For ‘realist’ probability-based approaches—those where 
the probabilities are probabilities over underlying, unknown 
properties—it is accepted that those unknown properties must 
interact amongst themselves faster than light. But some versions 
of the instrumentalist approach—notably the ‘QBism’ version 
developed by physicists Chris Fuchs, Rudiger Schack, and David 
Mermin—apparently bypass the Bell inequality. They do so at a 
heavy price: they deny that it even makes sense to talk objectively 
about the results of multiple measurements made by distant 
observers. To the QBists, physics is concerned only with the 
description of a single scientist’s observations—and since that 
‘single scientist’ can’t be at two places at once, the Bell inequality 
does not (it is claimed) apply. Most philosophers are sceptical that 
this makes sense; I confess to sharing that scepticism.

Why does it matter?

Of the approaches I have discussed so far, the instrumentalist 
approach and the Everett interpretation are roughly equally 
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popular among physicists (as I have noted, change-the-physics 
approaches are much less so). But by far the most common 
position in the physics community is what physicist David 
Mermin calls the ‘shut-up-and-calculate interpretation’: the view 
that we should not worry about these issues and should get on 
with applying quantum mechanics to concrete problems.

In its place, there is much to be said for ‘shut up and calculate’. 
Not everyone needs to be interested in the interpretation of 
quantum mechanics; insofar as a physicist working on, say, solar 
neutrinos or superfluidity can apply the quantum formalism 
without caring about its interpretation, they should go right 
ahead—just as a biochemist may be able to ignore quantum 
mechanics entirely, or a behavioural ecologist may be able to 
ignore biochemistry. Division of labour is unavoidable in science, 
and often desirable.

But there is a more aggressive reading of ‘shut up and calculate’—
not just as a description of a physicist’s own approach, but as an 
exhortation to the community to stop wasting their time. That 
exhortation is often accompanied by the claim that since all the 
‘interpretations of quantum mechanics’ give the same predictions 
anyway, it is pointless or even unscientific to worry about which 
one is correct.

There is a high-minded response to such scepticism: quantum 
theory tells us about the deepest nature of reality; how could we 
not be interested in its nature? But there are also more practical 
things to say, for the claim that the question is unscientific is based 
on a too-simplistic philosophy of science. We saw in Chapter 1 that 
underdetermination—where two distinct theories make the same 
predictions—is a subtle matter: rivalries between such theories are 
often not resolved by a single crucial test but by the development, 
over time, of those theories as they are adjusted to predict and 
explain wider classes of phenomena, and we can see this playing 
out in the debate about interpreting quantum mechanics.
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This is most obvious for ‘change-the-physics’ approaches. These 
are proposals for, genuinely, mathematically distinct theories. In 
some cases, these theories already make predictions—albeit 
difficult to test—that differentiate them from unmodified 
quantum theory; in others, they are the seeds of research 
programmes which may lead in a testably different direction from 
quantum theory. One can regard this as promising or unpromising 
science, but it is clearly, recognizably, science. (Which is not to say 
that all advocates of these theories treat them this way—a good 
test of how serious an advocate of a dynamical-collapse or 
hidden-variable theory is for their proposal as science is whether 
they welcome or resist the implication that their theory might 
have testable deviations from quantum mechanics.)

But even within those approaches which leave the formalism 
unchanged—roughly speaking, Everett-type approaches based 
on decoherence and the emergence of a classical branching 
structure, and approaches which treat the quantum state as 
probabilistic—there are major differences of scientific method. 
The Everett interpretation has generally been applied in situations 
where the goal is to understand how systems evolve and develop 
when left to themselves. It has been central in our understanding 
of quantum/classical transitions, in environments ranging from 
the present-day laboratory to the early Universe; it provides a 
framework and a language to handle situations where ‘experiment’ 
and ‘measurement’ do not have a clear meaning; its language of 
‘branches’ and ‘worlds’ has been valuable in quantum cosmology 
and in non-equilibrium statistical mechanics; it treats the 
framework of quantum theory as a given and uses it to 
understand and explore issues in specific quantum theories; it is 
the dominant approach in high-energy physics and in string 
theory. Probability-based interpretations have been applied more 
in situations where the goal is to understand the interventions and 
manipulations we might make on a system; they are extremely 
well-suited to the study of computability and information 
processing, where they have inspired much insightful work; it 
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naturally leads us to ask why the framework of quantum theory is 
what it is and not something else; they are the dominant 
approaches in quantum information theory.

This is not to say that everyone who has used decoherence-based 
methods to study cosmology is explicitly committed to the Everett 
interpretation and its language of ‘many worlds’, or that everyone 
who was inspired by a probabilistic interpretation of quantum 
theory to prove a valuable theorem in quantum information is 
explicitly committed to one or other variety of instrumentalism. 
It is to say that there has been a continuous flow of ideas and 
inspiration from considerations of the quantum measurement 
problem to more concrete issues in quantum theory, and back 
again. Our present-day understanding of quantum mechanics—as 
with our present-day understanding of any of the deep theories in 
physics—owes much to those who went ahead and calculated, 
even where the basis of those calculations was conceptually 
unclear. But it owes much, too, to those who, while calculating, 
chose not to shut up, but instead to think clearly about what the 
physics meant. And there is no reason to think that this process 
has ended—no reason not to expect that the interface between 
calculation and philosophy in quantum theory, and in physics 
more widely, will lead to further deepening of our understanding 
of these remarkable, but not quite inexplicable, theories.
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100 years ago, Einstein’s theory of relativity shattered the

world of physics. Our comforting Newtonian ideas of space and

time were replaced by bizarre and counterintuitive conclusions:

if you move at high speed, time slows down, space squashes

up and you get heavier; travel fast enough and you could weigh

as much as a jumbo jet, be squashed thinner than a CD without

feeling a thing - and live for ever. And that was just the Special

Theory. With the General Theory came even stranger ideas

of curved space-time, and changed our understanding of gravity

and the cosmos. This authoritative and entertaining Very Short

Introduction makes the theory of relativity accessible and

understandable. Using very little mathematics, Russell Stannard

explains the important concepts of relativity, from E¼mc2 to black

holes, and explores the theory’s impact on science and on our

understanding of the universe.
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Risks are everywhere. They come from many sources, including

crime, diseases, accidents, terror, climate change, finance,

and intimacy. They arise from our own acts and they are imposed

on us. In this Very Short Introduction Fischhoff and Kadvany draw

on both the sciences and humanities to show what all risks have

in common. Do we care about losing money, health, reputation,

or peace of mind? How much do we care about things happening

now or in the future? To ourselves or to others? All risks require

thinking hard about what matters to us before we make

decisions about them based on past experience, scientific

knowledge, and future uncertainties.
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In this Very Short Introduction Lawrence M. Principe explores

the exciting developments in the sciences of the stars

(astronomy, astrology, and cosmology), the sciences of earth

(geography, geology, hydraulics, pneumatics), the sciences of

matter and motion (alchemy, chemistry, kinematics, physics),

the sciences of life (medicine, anatomy, biology, zoology), and

much more. The story is told from the perspective of the

historical characters themselves, emphasizing their background,

context, reasoning, and motivations, and dispelling well-worn

myths about the history of science.
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The Laws of
Thermodynamics
A Very Short Introduction

Peter Atkins

From the sudden expansion of a cloud of gas or the cooling of

a hot metal, to the unfolding of a thought in our minds and

even the course of life itself, everything is governed by the four

Laws of Thermodynamics. These laws specify the nature of

‘energy’ and ‘temperature’, and are soon revealed to reach out

and define the arrow of time itself: why things change and

why death must come. In this Very Short Introduction Peter

Atkins explains the basis and deeper implications of each law,

highlighting their relevance in everyday examples. Using the

minimum of mathematics, he introduces concepts such as

entropy, free energy, and to the brink and beyond of the absolute

zero temperature. These are not merely abstract ideas: they

govern our lives.

‘It takes not only a great writer but a great scientist with a lifetime’s

experience to explains such a notoriously tricky area with absolute

economy and precision, not to mention humour.’

Books of the Year, Observer.
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